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Abstract—We call the Hiiring-iterative scheme with the clipping-
nulling scheme as the preprocessing impulsive noise (IN) mitiga-
tion scheme: Mengi-Héring (MH)-iterative scheme. In this paper,
we report two ideas that can significantly improve its performance.
The first idea is to use the replacement-nulling scheme as the pre-
processing IN mitigation scheme. The second idea is to use the
output vector of the preprocessing IN mitigation scheme in all iter-
ations. To show the performance comparison between the MH-it-
erative scheme and our proposed scheme, we conduct some simula-
tions in the simplified model of the Middelton’s additive white class
A noise model and present performance in terms of the bit-error
rate as a function of the signal-to-noise ratio.

Index Terms—Impulsive noise, iterative impulsive noise mitiga-
tion scheme, orthogonal frequency-division multiplexing (OFDM).

1. INTRODUCTION

HE USE of the power-line channel (PLC) as a communi-

cation medium is an interesting idea. However, the PLC
is not a friendly channel for information delivery. It has many
problems, such as signal attenuation, narrowband interference,
and also impulsive noise (IN). We present a solution for han-
dling degradation in performance of orthogonal frequency-di-
vision multiplexing (OFDM)-based transmission caused by the
presence of IN.

The research direction of the IN mitigation schemes for
OFDM is basically divided into two categories: 1) parametric
and 2) nonparametric IN mitigation schemes. The parametric
scheme requires the knowledge of IN parameters, while the
nonparametric does not require any knowledge of the IN pa-
rameters. Thus, the benefit of the nonparametric IN mitigation
scheme over the parametric scheme is that it can be used on
different IN channel models.

The basic idea of a parametric scheme, which is a threshold-
based approach, can be divided into two parts: 1) determining
the threshold value to be used and 2) determining the action to
be taken. Only the first part—the determination of the threshold
value to be used—requires the full [1] or partial [2] knowledge
of the IN parameters. The second part, on the other hand, re-
quires no knowledge of the IN parameters. Therefore, when the
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first part of a parametric scheme is designed to not depend on
the IN parameters, the parametric scheme has been turned into
a nonparametric scheme. Some recent publications on the non-
parametric IN mitigation schemes for OFDM systems are in
[31-(5].

The two categories of the IN mitigation schemes mentioned
before can be further divided into two types: 1) iterative and 2)
noniterative schemes. The difference between these two types
is the use of a feedback mechanism that allows iterative IN mit-
igation processes: an output of the ith IN mitigation process is
used as an input of the (i + 1)th mitigation process. An iterative
scheme uses the feedback mechanism whereas a noniterative
scheme does not use it.

This paper focuses on ideas to improve a known iterative
IN mitigation scheme for an OFDM system, called the Mengi-
Haring (MH)-iterative scheme [1]. The MH iterative scheme is
an extension of the Héring (H)-iterative scheme [6], where the
clipping-nulling (CN) scheme [7] is added as a preprocessing
IN mitigation scheme. The use of the preprocessing IN mitiga-
tion scheme is to increase the reliability of the first noise esti-
mate by reducing IN power. This simple idea is an interesting
idea since it improves the performance of the H-iterative scheme
while maintaining low complexity in the receiver design. How-
ever, we notice that the structure of the MH-iterative scheme
allows the use of unreduced IN power in the IN iterative mitiga-
tion process, which reduces the reliability of the noise estimate
in the following iterations.

In this paper, we show two ideas that can improve the perfor-
mance of the MH-iterative scheme significantly. First, there is
the modification of the MH-iterative scheme structure, so that
the IN power is reduced in all IN iterative mitigation processes
and, therefore, good reliability of the noise estimate can be pre-
served in all iterations. Second, we show that the use of the re-
placement-nulling (RN) scheme, such as the preprocessing IN
mitigation scheme, instead of the CN scheme, will bring addi-
tional performance improvement.

The rest of this paper is organized as follows. Section II ex-
plains the system model used. In Section III, the MH-iterative
scheme will be explained, whereas in Section IV, we present the
proposed ideas. Sections V and VI report the simulation results
and conclude this paper.

II. SYSTEM MODEL

An OFDM system is a pair of inverse discrete Fourier trans-
forms (IDFTs) and discrete Fourier transforms (DFTs). The
IDFT is commonly used at the transmitter side, while the DFT
is used at the receiver side.
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Fig. 1. Simplified model of the Middelton’s additive white class A noise
(AWCN) model. The transmitted signal is corrupted by the AWGN and the IN
with probability p, and is corrupted by only the AWGN with probability 1 — p.
The variances of the AWGN and the IN are oz, and o, respectively.

The IDFT at the transmitter side is used to generate the time-
domain OFDM samples x,,, or the complex baseband trans-
mitted signal, from baseband symbols X as follows:

N-1

1 ok /N
By = = Y Xy 4))
\/N k=0

where N is the number of OFDM subcarriers, X, is a baseband
symbol, and z,, is the same length as Xj.

At the receiver side, the DFT is then used to transform the
received time-domain OFDM samples r,, to its frequency-do-
main representation. It is obvious that if the received time-do-
main OFDM samples are noiseless, that is, r, = x,, +n,,, Where
n, is the additive noise sample and n,, = 0, then the output of
the DFT is basically the transmitted baseband symbols X,

N-1
X, = Z T,L67j27r7bk/‘7\r. )

n=0

If r,, is noisy, that is, 7, # 0, then an additional step such as,
for example, maximum-likelihood (ML) estimation is needed to
obtain the approximation Uy, of the transmitted baseband sym-
bols X;.

The MH-iterative scheme and, thus, our proposed scheme
uses the combination between IDFT, DFT, and the ML estima-
tion to form the IN iterative mitigation process at the receiver
side as will be discussed in Sections III and I'V.

To simplify simulations and analysis, we use the simplified
model of the Middelton’s additive white class A noise (AWCN)
model to describe the presence of the noise (Fig. 1). This model
is also called two-state IN channel model and can be seen as a
simplified PLC channel model (see also [9]). The AWCN model
was also used in [1] and [6] and, therefore, it is sufficient to
be used to show a fair comparison between the MH-iterative
scheme and the proposed scheme.

III. MH-ITERATIVE SCHEME

Fig. 2 shows the blocks diagram of the MH-iterative scheme,
which works as follows.

In the zeroth iteration, [ = 0, the CN scheme is used to do
preliminary IN mitigation. Its result, vector 7, is then used as an
input to the DFT. In the next iterations, / > 0, where the vector
7 is not used anymore, the following steps are applied.

In every iteration / > 0, the better approximation of the trans-
mitted time-domain OFDM samples vector 1) are trans-
formed to the frequency-domain representation with the help
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Fig. 3. Proposed modifications of the MH-iterative scheme.
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of the DFT. After that, the ML estimation is used to approxi-
mate transmitted baseband symbols T7?). The noise vector n(*)
in the received samples vector 7 (or 7(9)) is defined as nY =
7 — @ where ¢V is the representation of /() in the time
domain. The detection of the components in 72, which are the
IN 29, is done in the time domain with the help of a threshold
Thr as follows:

. 0 for |n; |V < Thr
,i(l) = | ' - . 3
" {ngl’), for |n;|) > Thr )

The input vector for the next iteration is defined as (1) =
rO _ 50

Having the mechanism explained, the scheme is expected to
improve U® (or ¢() in every iteration, so that the approxima-
tion of the noise () becomes more accurate.

As can be noticed, the structure of the MH-iterative scheme
allows the use of unreduced IN power in the IN iterative mit-
igation process. This leads to a reduction in the reliability of
the noise estimate in the following iterations, since the IN vari-
ance strongly influences the calculation of the threshold TAr.
The detailed discussion on this topic is covered in Section V-B.
Therefore, in the next section, we propose a modification to the
MHe-iterative scheme structure as a solution to this problem. We
also explain the motivation of replacing the CN scheme with the
RN scheme as the preprocessing IN mitigation scheme.

IV. PROPOSED MODIFICATION

The proposed modifications of the MH-iterative scheme are
described using Fig. 3.
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A. First Modification: We Use the RN Scheme as the
Preprocessing IN Mitigation Scheme

In [3], we introduced the replacement (R) scheme and showed
that it delivers better performance than the C scheme. There-
fore, our first proposed modification is to use the combination
between the R scheme and the N scheme, forming the replace-
ment-nulling (RN) scheme, instead of the combination between
the C scheme and the N scheme, as the preprocessing IN miti-
gation scheme. The decision of the RN scheme is as follows:

Tn: for |7 | < Trep
o =< |zl ™ for Thep < |7n] < Thun )
0, for |’I'n| > Than

where r,, is tlle sample that is obtained after the mitigation
process, and |z| is the average magnitude of the OFDM noise-
less samples

71'*0’%

4

Jr| = (5)
where o is the variance of the transmitted signal. The replace-
ment threshold and the nulling threshold are defined as 7}, and
711, respectively.

B. Second Modification: We Use 7 in All Iterations

The second modification is to use the vector 7 in all itera-
tions instead of only in the zeroth iteration as the MH-iterative
scheme does. In this way, we limit the power spectral density
(PSD) of the IN o7 in the received samples vector r that will be
used in all iterations.

Now, we discuss the basic reason of using a preprocessing
IN mitigation scheme in the zeroth iteration, [ = 0, and its re-
lation to the next iterations [ > 0. When a sample r; is detected
as being corrupted by the IN, then the preprocessing IN miti-
gation scheme changes the magnitude of the corrupted samples
to a ‘better’ magnitude based on its rule: for the R scheme, the
‘better” magnitude is || whereas for the N scheme it is zero.
The ‘better’ magnitude can be further improved by replacing
it with the output of the IDFT on every iteration, ¢, ’. We as-
sume that ¢, which is the approximation of the transmitted
OFDM noiseless samples in iteration {, gets better from itera-
tion to iteration. Therefore, in the set of positions P where the
preprocessing IN mitigation scheme has been applied, we set
Thr = 0. As aresult, 'FEZH) = 'F,EO) - TNLEZ) = cgl), where: € P.
For other positions k£ ¢ P in which the preprocessing IN mit-
igation scheme has not been applied, the following situations
occur:

1) c,(cl) Is the Correct Estimate of the Transmitted Sample:
Let 2 be the correct transmitted sample and f](ﬂo) = rr + ng,
where nj is a noise component. Thus, in this case the 'n;l) =
71](‘70) — c,(ﬂ” contains only the underlying background noise or the
IN. The input vector for the next iteration #(+1) is then decided
as follows:

S0 _ 'F,(CO), for [ny|( < Thr ©)
F c,(f)7 for [ng|® > Thr

QPSK symbols
1 X
256-point IDFT

T
v
Figure 1

T?'.’.

v
Figure 2 or 3

Fig. 4. Simulation block.

It is important to notice that when |n|(® < Thr, the basic
iterative algorithm takes the corrupted transmitted sample /f'g))
instead of taking the correct transmitted sample itself cg ). This
means it might degrade the performance at high SNR.

2) c](cl) Is the Incorrect Estimate of the Transmitted Sample:
In this case, there is additional noise (’,EI ) = T — c,(!) which
is called wrong decision noise. The input vector for the next
iteration #(+1) on the other hand, remains the same as given in

(©).

V. SIMULATIONS AND DISCUSSIONS

We simulate QPSK-2560FDM uncoded transmission (see
Fig. 4) with variance of the transmitted signal 0% = 1. The
two-state IN channel model as explained in Section II is used.
When a preprocessing IN mitigation scheme, such as the CN or
the RN scheme is used, the threshold setting is Teyp = 2.20%
and Tyun = 1~4Tnlip [1]9 Tmp = Tclip~

In [6], the threshold used to detect the location of the IN in
nD is defined as Thr = ¢ - 0., where ¢ is a constant factor and
o2 is the variance of the statistical-independent noise caused
by wrong decisions made by the detect operator. However, by
using a threshold, which is a function of only, the wrong deci-
sion variance is not practical, since it requires the knowledge of
the transmitted samples (see Section IV.B.2). Therefore, in sim-
ulations, we consider the threshold T'Ar which is a function of
the noise variance in each iteration /, Thr = c.ag), and it can
be calculated from the vector n("). The constant factor ¢ >1
itself is a subject to be optimized with the help of a brute-force
search with respect to the BER.

A. Simulation 1: Is the Use of the RN Scheme as the
Preprocessing IN Mitigation Scheme a Good Idea?

This simulation is to show the performance of the Haring-it-
erative scheme when the output of a preprocessing IN mitiga-
tion scheme is used in the zeroth iteration only (Mengi’s idea
[1]). Two different simple IN mitigation schemes will be con-
sidered, the clipping-nulling (CN) scheme (the MH-iterative
scheme idea) and the replacement-nulling (RN) scheme (our
first idea, see Section IV-A).
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Fig. 5. Performance of the Haring-iterative scheme with the CN scheme as the
preprocessing IN mitigation scheme. Different values of the threshold T2+ are
considered. The IN parameters are: p = 0.1,0% = 1000Z..
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Fig. 6. Performance of the H-iterative scheme with the RN scheme as the pre-
processing IN mitigation scheme. Different values of the threshold Thr are
considered. The IN parameters are p = 0.1,05 = 1000%,.

The threshold setting for 7ciip,, Trep and Ty, follows the ex-
planation in Section V. The threshold T'Ar, which is used to
detect the location of the IN, is optimized with the help of a
brute-force search (see Figs. 5 and 6). As can be seen, regardless
of the type of preprocessing IN mitigation scheme, Thr = oM
is a good threshold for mitigating the IN.

Additional important information that we can see (Fig. 7) is
that the use of the RN scheme as the preprocessing IN miti-
gation scheme shows that it is a good idea to mitigate the IN.
In the high-SNR region, however, due to the use of the re-
placement threshold 7., which is not good for high SNR [3],
the RN scheme delivers worse performance. We will see later
(Section V-C), that the high-SNR region problem can be elimi-
nated when we apply our second proposed idea.

B. Simulation 2: Is the Use of the Output of a Preprocessing
IN Mitigation Scheme in All Iterations a Good Idea?

First of all, we discuss what actually happens when the output
of a preprocessing IN mitigation scheme is used only in the
zeroth iteration [ = 0 and when it is used in all iterations [ > 0.

In the MH-iterative scheme, where the output of the CN
scheme is used only in the zeroth iteration, the noise variance
in each iteration, 0,2,,(1), depends on the wrong decision variance
o2, the AWGN variance o2 and the IN variance o7. In our
proposed scheme, however, due to the use of the output of the
preprocessing IN mitigation scheme in all iteration {, the noise
variance O’TZLU depends mainly on the wrong decision variance
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Fig. 7. Performance comparison of the H-iterative scheme when the RN
scheme and the CN scheme are used as the preprocessing IN mitigation
scheme. The IN parameters are: p = 0.1, 07 = 1000%.
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Fig. 8. The value of the threshold Thr as a function of SNR. The threshold
Thr values for the MH-iterative scheme and our proposed scheme are o{®,
and 3.0(", respectively. The depicted noise variance is an average noise vari-

no?

ance from iteration 1 to iteration 3. Both systems use the clipping-nulling (CN)
scheme as the preprocessing IN mitigation scheme. The IN parameters are:
p = 0.1,0% = 10000%.

o2 and the AWGN variance ¢ . This can be seen clearly from
Fig. 8: in the low-SNR region, where the influence of the IN is
strong, the average noise variance in the MH-iterative scheme
is high, whereas our proposed system produces almost a flat
average noise variance.

The benefit of having the flat average noise variance is that
the optimized threshold 7'Ar value, which is a function of the
noise variance, can work fine for all SNR. The optimization of
the threshold T'hr value used in the MH-iterative scheme on
the other hand, needs an accurate approximation of the SNR:
a different SNR needs a different constant factor ¢. This is a
high complexity task and therefore becomes unattractive from
a practical point of view.

In this simulation, as it is mentioned in Section V, we use a
brute-force search to find a good constant factor ¢ with respect
to the BER that will be used in the MH-iterative scheme and
our proposed scheme. We find the constant factor ¢ = 1 for the
MH-iterative scheme while for our proposed scheme, the con-
stant factor ¢ = 3. This indicates that the threshold T'Ar value
used in the MH-iterative scheme depends only on the noise vari-
ance and therefore it leads to the following consequences: in
the low-SNR, the threshold 7T'Ar value is too high and in the
high-SNR it is too low.

When the threshold T'hr value is too high in the low-SNR,
then we allow more noisy received samples vector  to enter
the next iteration. In the high-SNR, on the other hand, when



This article has been accepted for inclusion in afuture issue of thisjournal. Content is final as presented, with the exception of pagination.

PAPILAYA AND VINCK: IMPROVING PERFORMANCE OF THE MH-ITERATIVE IN MITIGATION SCHEME IN PLC SYSTEMS 5

Iteration 3

MH-iterative
|dea

5 20 25 30 35
Ebi207 (dB)

40

Fig. 9. Performance comparison between the original MH-iterative scheme
and the proposed scheme. Both schemes use the clipping-nulling (CN)
scheme as the preprocessing IN mitigation scheme. The IN parameters are:
p = 0.1,07 = 100002
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Fig. 10. Performance comparison between the original MH-iterative scheme
and the proposed scheme. The MH-iterative scheme uses the clipping-nulling
(CN) scheme as the preprocessing IN mitigation scheme, whereas our proposed
scheme uses the replacement-nulling (RN) scheme as the preprocessing IN mit-
igation scheme. The IN parameters are: p = 0.1, 6% = 100002,

the threshold Thr value is too low then we allow more ap-
proximated transmitted samples vector ¢*), which might con-
tain decision errors made by the ML estimation, to enter the
next iteration. Based on these two consequences, the MH-itera-
tive scheme is expected to be worse in performance compared
to the performance of our proposed scheme (Fig. 9).

C. Simulation 3: Does the Combination of the First and the
Second Proposed Ideas Brings the Best Performance?

In our simulations so far, we look at the performance brought
by our first idea only and second idea only. We see that each idea
provides a positive contribution. In this simulation, we provide
the performance of our proposed scheme when both ideas are
used. By comparing Fig. 9, in which only the second idea is
used, to Fig. 10 where we combine the first and the second ideas,
we can see that additional gain can be achieved. We see also that
the high-SNR problem introduced by the use of the RN scheme
with an inappropriate 7., as the preprocessing IN mitigation
scheme (see Section V.A) is not noticeable.

Another simulation result that we will discuss is the perfor-
mance of both schemes when the IN power spectral density
(PSD) is reduced: we change the IN PSD from 07 = 100002 to
0? = 1000%. As can be seen in Fig. 11, our proposed scheme
performance is still better than the MH-iterative scheme in terms
of'the BER. However, when we compare the performance of our
proposed scheme depicted in Figs. 10 and 11, it is interesting to
see that for 10 < SN R < 20—the SNR-region in which the

MH-iterative scheme—
Proposed scheme---

BER

5 10 15 20 25 30
Ebi202 (dB)

Fig. 11. Performance comparison between the original MH-iterative scheme
and the proposed scheme. The MH-iterative scheme uses the clipping-nulling
(CN) scheme as the pr-processing IN mitigation scheme, whereas our proposed
scheme uses the replacement-nulling (RN) scheme as the preprocessing IN mit-
igation scheme. The IN parameters are: p = 0.1, ¢7 = 1000%. The threshold
T hr values for the MH-iterative scheme and the proposed scheme are 7hr =
oD and Thr = 30!, respectively.
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Fig. 12. Average noise variance from iteration 1 to iteration 3 in the proposed
scheme (both proposed ideas are used) as a function of SNR for two different
IN variances. The IN occurrence probability p = 0.1

influence of the IN is still strong—the reduction in the IN PSD
is not followed by the reduction in the BER. This is because the
number of received samples corrupted by the IN, whose mag-
nitudes are lower than the thresholds used in the preprocessing
IN mitigation scheme, increases. As a result, the threshold 7'hr
value used in our proposed scheme is more influenced by the
IN variance (see Fig. 12). Therefore, the increase in the BER is
expected.

D. Simulation 4: How Does the Performance of Both Schemes
in a Weakly Disturbed Channel Look Like?

In three previous simulations, we discuss the performance of
the MH-iterative scheme and our proposed scheme when p =
0.1-the probability of occurrence of IN in a heavily disturbed
channel. In this simulation, we look at the performance of both
schemes in a weakly disturbed channel (p = 0.01).

In a weakly disturbed channel, the received samples in both
schemes are mostly corrupted by the AWGN. The IN in this
channel is modelled to have a large PSD. Hence, we can expect
improved detection for the preprocessing IN mitigation scheme.
This condition implies that there is no need to detect the IN fur-
ther with the help of the threshold T'hr. Therefore, the use of
a high threshold T'hr value which allows more received sam-
ples r;, instead of the approximated transmitted samples cgl), to
enter the next iteration is preferable. The brute-force search to
find a good threshold 7'/ value used in our proposed scheme
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Fig. 13. Performance of the proposed scheme in a weakly disturbed channel
for two different threshold T hr values in the first iteration. The replacement-
nulling (RN) scheme is used as the preprocessing IN mitigation scheme. The IN
parameters are p = 0.01, 67 = 1000Z,.
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Fig. 14. First iteration performance comparison between the MH-iterative
scheme and the proposed scheme in a weakly disturbed channel. The MH-iter-
ative scheme uses the CN as the preprocessing IN mitigation scheme whereas
our proposed scheme uses RN. The threshold T2 values for the MH-iterative
scheme and our proposed scheme are Thr = o'} and Thr = 30,
respectively. The IN parameters are p = 0.01, 03 = 1000%,.

confirms this situation: we have to increase the threshold T'hr
value from Thr = 30 to Thr = 5¢{" in order to have better
performance (Fig. 13). In the MH-iterative scheme, however,
it cannot be confirmed. The brute-force search gives the same
threshold T'hr value, Thr = a,(,/l). Fortunately as it is explained
in Section V.B, in the low-SNR region, the threshold Thr value
used in the MH-iterative scheme is already good—7T"hr is high.
Therefore, we could expect a comparable performance of both
schemes in this region. In the high-SNR region, for an almost
AWGN channel, we expect that both schemes should also de-
liver comparable performance (Fig. 14).

VI. CONCLUSION

The MH-iterative scheme is an iterative IN mitigation
scheme for OFDM-based transmission which delivers good
performance with low complexity in the receiver design. In
this paper, we report two ideas to improve its performance.
The first idea is to use the RN scheme as the preprocessing IN
mitigation scheme instead of the CN scheme. The second idea
is to use the output vector 7 of the preprocessing IN mitigation
scheme in all iterations instead of only in the zeroth iteration.

The performance comparison in terms of the BER between
the MH-iterative scheme and the proposed scheme is made with
the help of simulations of uncoded QPSK-2560FDM transmis-
sion in the two-state IN channel model. The results show that
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the proposed scheme brings better performance than the MH-it-
erative scheme.
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