Secondary ion formation on indium under nuclear and electronic sputtering conditions
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The electronic sputtering of indium under swift heavy ion bombardment is investigated using time of flight secondary ion mass spectrometry in combination with 157 nm laser postionization. Secondary ion and neutral mass spectra generated under the impact of 4.8 MeV/u 48Ca10+ ions are analyzed in order to determine the ionization probability of the emitted indium atoms, and the results are compared to those measured under nuclear sputtering conditions via bombardment by 5 keV Ar+ primary ions. The influence of surface contamination on the ionization probability is studied by comparing (1) a pristine surface covered by a native oxide layer, (2) a kilo-electron-volt sputter-cleaned surface, and (3) a controlled oxygen coverage established by dosing the precleaned surface with O2. It is found that the native oxide layer increases the ionization probability for both kilo-electron-volt and mega-electron-volt primary ions. In contrast, oxygen deposited on a sputter-cleaned surface results in the well-known matrix effect for kilo-electron-volt ions, but has no influence on the ionization probability for the mega-electron-volt ions. In the case of a thoroughly sputter-cleaned surface a four- to sevenfold higher ionization probability for indium atoms is found for 4.8 MeV/u 48Ca10+ as compared to 5 keV Ar+ bombardment. Published by the AVS. https://doi.org/10.1116/1.5018721

I. INTRODUCTION

When an ion impinges on a solid, it can transfer energy to the solid via collision with the atoms (“nuclear stopping”) or excitation of the electrons (“electronic stopping”). This can enable constituents of the solid to overcome their binding energy and propagate away from the surface. This process is called “sputtering.” Two different sputtering regimes are distinguished, depending on which the energy loss channel is prevalent. At low (keV) kinetic energies, the primary ion interacts with the solid primarily by (elastic) collisions, which initiates a collisional cascade. Recoils of this cascade can lead to the emission of secondary particles at the surface. In the following, this process is termed “collisional sputtering.” Part of the sputtered material is emitted in a charged state, and the resulting secondary ions are utilized in secondary ion mass spectrometry (SIMS) as an established surface analysis technique. In the high kinetic energy limit, collisions with the target nuclei become improbable. Consequently, the ion moves through the solid along a straight line while depositing energy mainly into the electronic subsystem. “Electronic sputtering” can occur, if a sufficient amount of this energy in transferred to the lattice, for example, by electron-phonon coupling. Currently, direct observation of the dynamics of the sputtering process at the atomic scale is only possible in the model calculations. Experiments are limited to investigating the asymptotic state in the form of the ion-induced damage to the sample and secondary particles that are emitted. Quantities like the amount and composition, as well as the angular and velocity distribution of the sputtered material, can be obtained and compared to the predictions of model calculations. Extensive research has been conducted for both regimes.1 As a result, the collisional sputtering is now fairly well understood.2,3 In the electronic sputtering regime, the sputter yield, i.e., the average number of target atoms removed from the surface per single ion impact, and the angular distribution of the sputtered material have been studied for a variety of projectile-target combinations using the catcher-foil technique.4–15 An open question, however, regards the characterization of the sputtered material flux both in terms of composition (atoms, molecules, clusters,...) and charge state (secondary ions and neutral particles, respectively). For secondary ions, mass spectra, as well as the velocity magnitude and direction of the emitted particles have be measured with time-of-flight (ToF) mass spectrometry methods,16–31 but the distribution of the corresponding neutral clusters is still unknown.18,21,30 Consequently, improving the understanding of the ion formation process under electronic sputtering conditions would be beneficial for connecting findings on secondary ions with the total sputtered flux. In this context, it is useful to introduce the ionization probability as the probability for a specific secondary atom, cluster or molecule to be emitted in a charged state. The ionization probability can be specified for positively and negatively charged ions separately and may depend on the angle and velocity of the emitted particle. Another important factor is the dependence on the chemical environment the particle was emitted from, which has been
II. EXPERIMENT

The experimental setup used in these experiments is located at the HI beam line of the Universal Linear Accelerator (UNILAC) at the Helmholtz Centre for Heavy Ion Research (GSI) in Darmstadt, Germany. For this experiment, we used a pulsed 4.8 MeV/u $^{48}$Ca$^{10+}$ beam with a pulse length of 5 ms and a repetition rate of 2.5 Hz. The UNILAC beam was focused to a spot of 7 mm diameter using a fluorescent target. The UNILAC beam current averaged over time was measured to be about $3 \times 10^{-9}$ A using a Faraday cup. From these parameters, we deduce a pulse particle current of 24 nA equivalents, a pulse particle flux of $3.9 \times 10^{11}$ ions/cm$^2$s, and a fluence of $2 \times 10^{13}$ ions/cm$^2$ per pulse. In addition to the swift heavy ion (SHI) beam line, the setup is equipped with a 5 keV Ar$^+$ ion source. Both ion beams impinge with the same polar angle of 45° onto the surface but with a different azimuth angle with respect to the surface normal. The Ar$^+$ current was measured with a Keithley source meter using a bias voltage of $+100$ V to suppress secondary electron emission. The Ar$^+$ beam was defocused and its size measured with a fluorescent target. The Ar$^+$ current of 64 nA and the 3 mm beam diameter yield a ion flux density of $5.7 \times 10^{12}$ ion/cm$^2$s.

The experiment was conducted using a home-built reflectron ToF mass spectrometer described in detail elsewhere. The spectrometer is mounted with its optical axis orthogonal to the sample surface. The secondary ions are extracted by pulsing the sample potential to 1600 V using a fast high voltage switch (Behlke HTS 31 GSM) with a rise time of about 20 ns. The reflection of the ions inside the ToF spectrometer allows for ions starting at various distances above the surface to be focused into a sharp time peak with a mass resolution ($m/\Delta m$) of about 300. The reflection voltage of 1450 V was set 150 V below the extraction voltage to ensure that only ions starting from a minimal distance of 1 mm above the sample can reach the detector. The detector is a multichannel plate (MCP) Chevron stack with the front set at a 4000 V postacceleration voltage to increase the detection efficiency. The active area of 20 mm diameter in combination with an Einzel lens at the ToF entrance limits the starting location to a 1 mm diameter cylinder. Due to the time refocusing properties of the reflectron, ions starting from more than about 2 mm above the sample surface are dispersed in time and do not contribute to the sharp flight time peaks. To summarize, this means that only ions starting in a cylindrical volume of 1 mm diameter and 1 mm height located at about 1 mm above the surface can contribute to the measured signal. In the following, this will be referred to as the sensitive volume. The MCP output signal was recorded with a fast transient digitizer board (Signatec PX1500) in 1 ns steps. The input range of 500 mV is digitized in discrete values from 0 to 255, which in the following will be called “cts.” One ct therefore describes a 2 mV voltage step at the 50 Ω input resistor of the digitizer, which should not be confused with the detection of a single ion. To enhance the signal statistics, multiple mass spectra are summarized and later divided by the number of repetitions, which results in the unit “cts/rep” used for the display of the measured signal.

To detect the secondary neutral particles, a vacuum ultra-violet laser pulse is fired into the sensitive volume with the laser beam directed parallel to the sample surface. The employed F$_2$ excimer laser was operated at a wavelength of 157 nm corresponding to a photon energy of 7.9 eV, which is sufficient for a single photon ionization of indium atoms and clusters. The laser has a pulse length of 4–7 ns and energy of 1.1 mJ, which was monitored with an internal energy monitor and a photo-detector located behind the sample in the ultrahigh vacuum (UHV) chamber. A CaF$_2$-lens with a focal length of 250 mm was used to focus the laser beam to a spot of about 1 mm diameter. If the laser is fired at the exact time the ion extraction field is switched on, the ToF-spectrometer cannot distinguish between secondary ions and postionized neutrals. However, in this experiment, the laser was fired 115 ns after the extraction field in order to separate the signals of secondary ions and postionized neutrals in the flight time spectrum. In addition, mass spectra were always recorded both with (SNMS) and without (SIMS) firing the laser, so the signals of the postionized neutrals can be identified and extracted by subtracting the SIMS signals in the SNMS spectra.
Six different types of mass spectra are acquired for each measurement, namely, two under 4.8 MeV/u $^{48}$Ca$^{10+}$ ion bombardment (mega-electron-volt-SIMS and -SNMS), two under 5 keV Ar$^+$ ion bombardment (kilo-electron-volt-SIMS and SNMS), and two without any primary ion bombardment (background). The background spectrum taken with the laser being fired represents the spectrum generated by ionization of the residual gas in the UHV chamber, which, for instance, can be used to monitor the sample temperature during SHI irradiation since heating of the sample will result in desorption of molecules and thus a rise of the residual gas pressure. All six mass spectra are generated in an interleaved manner, taking into account the different repetition rate limits of the UNILAC (50 Hz maximum, 2.5 Hz in this experiment), the laser (500 Hz) and the ToF instrument (10 kHz). To sputter clean the surface during measurements, the 5 keV Ar$^+$ ion source can be switched on between the data acquisition cycles, a technique that will be referred to as “interleaved sputter cleaning” in the following.

The sample was a polycrystalline indium foil clamped to the sample holder by means of a molybdenum mask with a 2 mm diameter aperture to ensure that the signal originates from an area that is homogeneously exposed to both ion beams. The signals of the pristine surface were recorded for both primary ion species following the transfer of the sample into the UHV chamber. The contaminations from the exposure to ambient air and the native oxide on the surface were then removed using the interleaved sputter cleaning method while continuously monitoring all signals. As the next step, the surface was exposed to oxygen by flooding the UHV chamber with O$_2$ gas to a partial pressure of $5 \times 10^{-7}$ mbar using a leak valve. The partial pressure and purity of the O$_2$ gas was monitored with a quadrupole mass spectrometer. The residual gas pressure in the UHV chamber was in the order of $10^{-10}$ mbar and there was no increase detected for other signals during the O$_2$ gas inlet. During the oxygen exposition, signals for both ion species were again continuously recorded, albeit in this case with the interleaved sputter cleaning turned off. After reaching a plateau for the oxygen related SIMS and SNMS signals, the O$_2$ gas inlet was stopped and the surface was sputter-cleaned with 5 keV Ar$^+$ for 11.5 h without a continuous recording of signals to limit the influence of the $^{48}$Ca$^{10+}$ ions. Finally, signals for the thoroughly (11.5 h) sputter-cleaned surface were recorded to recheck the previous measurement.

III. RESULTS AND DISCUSSION

As outlined in Sec. I, the goal of this paper is to determine the influence of surface chemistry on the ionization probability of atoms sputtered under swift heavy ion bombardment and compare the results to those observed under kilo-electron-volt rare gas ion impact. This section is therefore organized as follows: First, we discuss the mass spectra measured for secondary ions (SIMS) and postionized neutrals (SNMS) under the various surface conditions employed in this work (pristine surface as introduced into the vacuum, sputter-cleaned surface and reoxidized surface) in order to identify the relevant secondary ion (superscript “+” or “−”) and postionized neutral (superscript “0”) signals to follow in the remainder of the discussion. In Subsection III B, we then discuss sputter depth profiles showing the variation of relevant signals reflecting the removal of initial surface contamination and the native oxide layer in the course of the sputter cleaning process. Subsection III C is then devoted to the reoxidation experiment, where the sputter-cleaned surface is oxidized in a controlled manner by oxygen adsorption.

A. Mass spectra

SNMS spectra recorded for the pristine, sputter-cleaned and oxidized indium surface are shown in Fig. 1 for 5 keV Ar$^+$ [(a)–(c)] and 4.8 MeV/u $^{48}$Ca$^{10+}$ [(d)–(f)] bombardment. The corresponding background spectra are omitted, because no significant residual gas signals were present. Keep in mind that the SNMS spectrum also contains the secondary ion signals, which appear separated from the postionization peaks by a 115 ns time delay (corresponding to about 1 amu apparent difference for In at 115 amu, see Fig. 4). In the following, signals are labeled with a superscripts +,− or 0 to denote the charge state of the respective secondary particle. The peaks of the alkali metals Na$^+$ (23 amu) and K$^+$ (39 amu) are present in all six mass spectra. Their presence...
is not the result of a high abundance of these species at the surface but rather reflect the large SIMS ionization probability (close to unity) observed for these species under kilo-electron-volt ion bombardment. Surprisingly, Na\(^{+}\) and K\(^{+}\) signals are detected in the mega-electron-volt-SNMS spectra of Figs. (1d)–(1f), which are not found under kilo-electron-volt bombardment. We observed this effect of neutral alkali emission for other metals as well and the reason is still unclear. The signals at masses 24–28 and 40–90 amu correspond mostly to hydrocarbons and are typical for samples exposed to ambient conditions during the sample preparation. The signals are completely removed in the kilo-electron-volt-SNMS spectrum for the sputter-cleaned surface but still present in the mega-electron-volt-SNMS spectrum for the oxidized surface [Fig. 1(c)]. These signals probably originate from outer areas on the Mo aperture, which are being irradiated by the mega-electron-volt beam but not exposed to the smaller Ar\(^{+}\) beam profile. Some of the peaks in the mass ranges 24–28 and 40–90 amu reappear for the oxidized surface [Fig. 1(c)] because of the adsorption of molecules from the residual gas. A Mo\(^{+}\) signal with the characteristic Mo isotope distribution in the range 92–101 amu originating from the aperture is found for the sputter-cleaned surface in the kilo-electron-volt-SNMS spectrum [Fig. 1(c)]. This signal does not appear in the mega-electron-volt generated spectrum, reflecting the fact that good conducting metal samples are not efficiently sputtered under electronic stopping conditions. The In\(^{+}\) peak at 115 amu can at this scale only be seen in the kilo-electron-volt spectra [Figs. 1(a) and 1(c)], but it is present in all measurements. The In\(^{+}\) peak is shifted to an apparent mass of 116 amu and visible in all spectra. InOH\(^{+}\) and In\(^{+}\) peaks are visible around 130 amu in Figs. 1(d) and 1(e) and InO\(^{+}\) at 147 amu in Figs. 1(a) and 1(d). Not shown in this mass range are the In\(_2\)X signals, which are only detected for the sputter-cleaned and oxidized surface. In the kilo-electron-volt spectra In\(_2\)X is visible as well as In\(_2\)O\(^{+}\). A small (0.3 cts/rep) In\(_2\)O\(^{+}\) peak is present in the mega-electron-volt-SNMS spectra for both the sputter-cleaned and oxidized surface. The mega-electron-volt In\(_2\)X peaks are not discriminated from the background noise (<0.01 cts/rep).

Figure 2 shows the mass spectra measured for negative secondary ions under irradiation with 5 keV Ar\(^{+}\) (a), (b) and 4.8 MeV/u \(^{48}\)Ca\(^{10+}\) (c), (d) bombardment for the pristine (a), (c) and sputter-cleaned (b), (d) surfaces. At the lower mass range (<100 amu), OH\(^-\) and Cl\(^-\) (35 and 37 amu) as well as repeating groups of hydrocarbons are visible in all spectra. Although not directly noticeable at the logarithmic presentation, these signals are greatly reduced by the Ar\(^{+}\) sputter cleaning. Most conspicuous at the higher mass scale are the isotopic distributions of MoO\(_3\)\(^-\) (140–148 amu) and MoO\(_4\)\(^-\) (157–165 amu). The two smaller groups at mass 165–190 amu exhibit the isotopic pattern of molybdenum but could not be explicitly identified. The large contribution to the mega-electron-volt signal, albeit originating from an area further away from the sensitive volume of the spectrometer, indicates a large sputter yield of the native molybdenum oxide. The only peak that can be clearly attributed to the indium is InO\(^-\) at 136 amu.

A comparison of the In\(^{0}\) peak areas in the mega-electron-volt- and kilo-electron-volt-SNMS spectra measured for the sputter-cleaned surface yields a factor of 8.3 lower signal for the mega-electron-volt bombardment. Considering the 15 times higher primary ion flux for 5 keV Ar\(^{+}\) ions, one arrives at a 1.8-times higher In\(^{0}\) signal per projectile impact for the mega-electron-volt ions. However, caution must be taken when directly relating the measured postionization signals to the sputter yield. Since the quantity measured here is the number density of sputtered particles within the sensitive volume of the spectrometer rather than their flux, a possible difference in the velocity distribution of the detected particles will alter the measured signal. More specifically, particles emitted with a higher average velocity would result in a lower particle density at the same sputter yield and vice versa. For kilo-electron-volt ion bombardment, the emission velocity spectrum has been measured\(^{56}\) and can be well described by the linear cascade prediction.\(^{57}\) Up till now, nothing is known about the emission velocity distribution of neutral atoms sputtered from an indium surface under mega-electron-volt ion bombardment conditions, so that the possible magnitude of this effect cannot be estimated. Another possible source of error is the thermal desorption of atoms induced by the heating of the sample during the mega-electron-volt irradiation, but this possibility can be excluded since no increase of the background gas signals was recorded.

In order to examine the possible role of nuclear sputtering, the SRIM software package\(^{58}\) was used to calculate yield
values of 8.6 atoms/ion for 5 keV Ar\textsuperscript{+} and 0.06 atoms/ion (6 × 10^{-15} keV/nm nuclear stopping power) for 230 MeV \textsuperscript{48}Ca projectiles. Moreover, the velocities of the sputtered particles shown in these calculations are on average larger for the mega-electron-volt than for the kilo-electron-volt irradiation, which means that the relative contribution to the signal in our experiment would be even lower for the mega-electron-volt ions. The fact that the measured signal ratio is more than 2 orders of magnitude higher than the nuclear yield ratio calculated with SRIM therefore strongly indicates an electronic sputtering effect for 4.8 MeV/u \textsuperscript{48}Ca\textsuperscript{+} bombardment of indium. The electronic stopping power of the projectile ions is calculated as 6.4 keV/nm using the \textsc{casp} software package\textsuperscript{59} with the default parameters (UCA model, charge-state scan). In this context, it should be noted that we recently\textsuperscript{60} obtained an even larger postionization signal for under 4.8 MeV/u \textsuperscript{197}Au\textsuperscript{+} irradiation with an electronic stopping power of 23 keV/nm (calculated with \textsc{casp}).

B. Depth profiles

Following the analysis of the pristine surface, the native oxide and the carbo-hydrate surface contaminations were removed while continually acquiring kilo-electron-volt and mega-electron-volt mass spectra using the interleaved sputter cleaning method.

The resulting sputter time (or Ar\textsuperscript{+} ion fluence) dependence of a few relevant measured signals is displayed in Fig. 3. Panel (a) shows the profile observed for the oxide related indium signals InOH\textsubscript{2}\textsuperscript{+} and In\textsubscript{2}O\textsuperscript{0}. In the kilo-electron-volt spectra, both signals exhibit a maximum at 250 s, followed by a slow decay. The initial rise is presumably due to a surface contamination with carbo-hydrates and other molecular species, which can be seen in Fig. 1(a). The corresponding In\textsuperscript{0} signal displayed in panel (b) reaches 60% if its final value at a sputter time of 1000 s, corresponding to an Ar\textsuperscript{+} ion fluence of about 6 × 10^{15} ions/cm\textsuperscript{2}, suggesting that the transition between the native oxide layer and the underlying indium is occurring at this point. Using the sputter yield of 8.6 atoms/ion calculated with \textsc{srmm} for pure indium, the corresponding sputter depth would be around 1.3 nm, indicating that the thickness of the native oxide layer on the as-introduced sample is of that order. It should be noted that this estimate might be subject to error, since the sputter yield of the native indium oxide may differ from the value for pure indium.

The InOH\textsuperscript{+} and In\textsubscript{2}O\textsuperscript{0} signals generated by the 4.8 MeV/u \textsuperscript{48}Ca\textsuperscript{+} projectiles exhibit a significantly different trend than those generated by the kilo-electron-volt irradiation. Most significantly, the In\textsubscript{2}O\textsuperscript{0} signal shows a minimum during the exposure of the native oxide layer and rises when profiling into the pure indium solid. The InOH\textsuperscript{2}\textsuperscript{+} signal, on the other hand, remains nearly constant after the initial rise. The remaining oxide signals observed at the end of the profile displayed in Fig. 3 might suggest that the surface area accessible by the mega-electron-volt beam is not completely sputter-cleaned by the Ar\textsuperscript{+} ion bombardment. However, the strong dependence on the Ar\textsuperscript{+} ion fluence observed at the beginning of the depth profile limits the possible significance of this error, and the rise observed for the In\textsubscript{2}O\textsuperscript{0} signal certainly cannot be explained this way. A second possible source for the oxygen is the readesorption from the residual gas during the relatively long (5 ms) UNILAC pulse where the continuous Ar\textsuperscript{+} bombardment is switched off.

The trend of the In\textsuperscript{+} to In\textsuperscript{0} ratio displayed in Fig. 3(b) shows interesting differences between kilo-electron-volt and mega-electron-volt primary ions. The kilo-electron-volt profile starts with a plateau in the native oxide layer and shows a significantly stronger decay compared to the kilo-electron-volt-generated oxide molecule signals. This demonstrates that the surface contamination as well as the oxide greatly increases the ionization probability of the indium atoms, which is a well-known effect kilo-electron-volt-SIMS experiments. The ion fraction observed under mega-electron-volt irradiation, on the other hand, does not appear to be enhanced by the uppermost surface contamination, but reflects a clear increase of the ionization probability within the native oxide layer. While the ionization probability observed under kilo-electron-volt impact decays to practically zero in the pure indium solid, that observed under mega-electron-volt irradiation appears to level off at a significantly larger value.

C. Surface oxidation

Following the sputter cleaning process, the clean indium surface was reoxidized by introducing an O\textsubscript{2} partial pressure of 5 × 10^{-7} mbar into the analysis chamber. An extended view of the mass spectra measured for secondary indium atoms and ions at the sputter-cleaned and reoxidized surface is shown in Fig. 4. The mass scale was calibrated for the secondary ions, and the postionized neutral peaks are shifted upward by about 1 apparent mass unit due to the applied 115 ns laser delay. Note that the spectra recorded in SNMS mode contain the SIMS spectrum as well, albeit with less
irradiation as a function of oxygen exposure time. The kilo-electron-volt-induced In$_2$O$^+$ signal was chosen for display here because of the low level and poor statistics of the In$_2$O$^+$ signal measured under these irradiation conditions. The temporal evolution of this signal reflects the expected deposition of oxygen on the surface, albeit possibly overestimating the actual variation of the oxygen concentration since not only the partial sputter yield but also the ionization probability of the In$_2$O molecule may also greatly increase with increasing oxygen surface concentration. As noted earlier, the kilo-electron-volt-induced In$^0$ signal shows the expected decrease with increasing oxygen coverage. The signal converges to about 50% of that measured at the sputter-cleaned surface, thus roughly indicating an InO stoichiometry of the fully oxidized surface. The corresponding signals measured under mega-electron-volt ion irradiation show no distinct trend during the oxidation of the surface. The observable signal variation can mostly be attributed to instabilities in the UNILAC ion current (leading to a parallel variation of all signals) and poor statistics due to the overall low signal level. Unfortunately, it was not possible to increase the signal level by boosting the mega-electron-volt primary ion flux in order to prevent any fluence effects or heating of the sample during the measurement.

The variation of the ion to neutral signal ratio for indium atoms sputtered under 5 keV Ar$^+$ and 4.8 MeV/u $^{48}$Ca$^{10+}$ bombardment is displayed in Fig. 6 as a function of oxygen exposure time. The data points taken during the oxidation run have been complemented with a measurement taken after an extended period of sputter cleaning the surface after completion of the oxidation experiment. The Ar$^+$ ion fluence accumulated during the 11.5 h cleaning period was $2.3 \times 10^{17}$ ions/cm$^2$ with an estimated removal of 54 nm of the indium sample. Despite being acquired later, the respective data points have been added on the left-hand side of the diagram since they represent a thoroughly sputter-cleaned and thus nearly oxygen free surface. The remaining residual oxygen surface concentration is determined by a dynamic counting statistics due to the lower number of repetitions used for SNMS acquisition. Note also the similar peak shapes recorded for secondary ions and postionized neutralized, which provide strong indication that the postionization laser homogenously illuminates the entire sensitive volume of the mass spectrometer.

Comparing the $^{115}$In$^+$ and $^{115}$In$^0$ signals measured for the sputter-cleaned surface [panels (a) and (b) in Fig. 4], one finds an ion/neutral ratio of about 10% under kilo-electron-volt ion bombardment, which probably overestimates the true ionization probability due to incomplete saturation of the postionization efficiency. This overestimation, however, is not important for the conclusions of the present work, since here we are interested in relative variations of the ionization probability as a function of the surface chemistry, which does not influence the postionization efficiency. Looking at panels (c) and (d) of Fig. 4, one immediately sees that kilo-electron-volt- and mega-electron-volt-induced spectra react on surface oxidation in a different way. In the kilo-electron-volt spectrum, the secondary ion peak strongly grows and becomes the major detected signal, while at the same time the In$^0$ peak is decreased. Both findings are expected since the ionization probability is known to be enhanced by the presence of surface oxygen, while the signal of sputtered neutral indium atoms represents the indium surface concentration, which is diminished with increasing oxygen coverage. The surprising observation in Fig. 4 is that the mega-electron-volt-generated signals do not show a similar behavior. Comparing the spectra displayed in panels (a) and (c) of the figure, one finds that the signals of both the secondary ions and the postionized neutral atoms appear virtually unchanged by the oxygen exposure.

Figure 5 displays the development of the In and In$_2$O signals obtained under 5 keV Ar$^+$ and 4.8 MeV/u $^{48}$Ca$^{10+}$ bombardment during the oxidation of the surface with $5 \times 10^7$ mbar partial pressure of O$_2$. 
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**Fig. 4.** (Color online) Mass spectra of secondary indium ions (In$^+$) and postionized neutral atoms (In$^0$) measured for a sputter-cleaned [(a), (b)] and oxidized [(c), (d)] indium surface under 5 keV Ar$^+$ [(b), (d)] and 4.8 MeV/u $^{48}$Ca$^{10+}$ [(a), (c)] bombardment. The data were taken using a pulse particle current of 24 nA (SHI, flux density $3.8 \times 10^{11}$ ion/cm$^2$/s) and 64 nA (Ar$^+$, flux density $5.7 \times 10^{15}$ ion/cm$^2$/s), respectively. Signals for secondary ions and neutrals are separated by a 115 ns laser delay, and the mass scale was calibrated for secondary ions.

![Figure 5](image2.png)

**Fig. 5.** (Color online) Normalized trend for In and In$_2$O signals for 5 keV Ar$^+$ (keV) and 4.8 MeV/u $^{48}$Ca$^{10+}$ (MeV) primary ions during the oxidation of the surface with $5 \times 10^7$ mbar partial pressure of O$_2$. 

- MeV-SIMS: Secondary ion formation on indium
equilibrium between readsoption and sputter removal of oxygen. Using an ion flux density of $5 \times 10^{12}$ ions/cm$^2$/s, a sputter yield of ten atoms per ion and a residual gas pressure $\sim 10^{-5}$ mbar, one obtains an equilibrium oxygen surface concentration of about 0.5 at. %. It is seen that the ionization probability measured under these conditions is still by a factor 20 lower than that measured at the beginning of the oxidation experiment (which was started with a nominally sputter-cleaned surface).

Upon oxygen exposure, the secondary indium atoms sputtered under 5 keV Ar$^+$ bombardment exhibit the well-known oxygen matrix effect with their ionization probability being increased by more than 2 orders of magnitude between the cleaned and oxidized surface. In marked contrast, no such trend is observable during the entire oxidation period for the In$^+$ ions generated under 4.8 MeV/u $^{48}$Ca$^{10+}$ bombardment (Fig. 6). This finding points to a fundamental difference between the emission processes for the particles sputtered under kilo-electron-volt and mega-electron-volt irradiation, respectively. In the nuclear sputtering regime explored here, particles are mainly removed from the uppermost layer by recoils of a linear collision cascade. For an oxygen-covered surface, the indium atoms sputtered under these conditions are removed from an InO-matrix, where almost every emitted atom has at least one oxygen atom as nearest neighbor. The breaking of this bond results in a strong influence on the charge state of the emitted atom. For the electronic-sputtering, on the other hand, energy must first be transferred from the electrons to the lattice via electron-phonon coupling. As a result, particles are emitted from a small heated volume and may exhibit a more collective transition into the vacuum comparable to a phase explosion. The emission of particles from an excited cylindrical volume of a swift heavy ion track has been investigated using molecular dynamics (MD) simulations by Bringa et al. and recently by our group as well. The results of the simulations show a significantly larger contribution of atoms originating from subsurface layers as compared to the kilo-electron-volt impact induced sputtering process. While the oxygen adsorbed under UHV conditions is located exclusively at the surface, where it becomes ejected in the beginning of the sputtering process where the surface is being disrupted, a particle originating from a deeper layer is ejected at later times and cannot be affected by any surface contaminant. A similar observation is made in kilo-electron-volt sputtering, when the atomic projectile is replaced by a cluster. Also in this case, the sputtering process changes from linear collision cascade to a phase explosion, and the ionization probability of sputtered atoms is found to be less affected by surface contamination. This emission from deeper layers is in agreement with the increase of the ionization probability found for the thicker native oxide (Fig. 3), as well as the larger In$^+$ signal for the pristine surface in contrast to the kilo-electron-volt spectrum. In a different measurement performed under 4.8 MeV/u $^{48}$Ca$^{10+}$ irradiation, we found indications for a more forward directed emission of indium atoms as compared to 5 keV Ar$^+$, which would also point toward a more collective ejection of particles.

Another interesting result is the four to sevenfold increased ionization probability for the thoroughly sputter-cleaned surface (Fig. 6). Given the strong dependence of the kilo-electron-volt-SIMS signal on oxygen residues on the surface, this factor represents a lower limit and may still increase if a larger ion current is used for the interleaved sputter cleaning. The increased ionization probability under mega-electron-volt bombardment could be interpreted as a remnant of the initial electronic excitation, still present at the time when the particles are emitted. The initial electronic excitation usually dissipates in metals even before any significant energy transfer to the lattice can occur. However, since our data clearly shows evidence for electronic sputtering for indium, it can be concluded that this dissipation is somehow reduced, possibly due to the fast melting of the area around the ion track.

IV. SUMMARY AND CONCLUSIONS

The experiments on sputtering of indium under SHI (4.8 MeV/u $^{48}$Ca$^{10+}$) irradiation presented here show indications of a fundamentally different particle ejection mechanism as compared to the collisional sputtering process observed under 5 keV Ar$^+$ bombardment. The measured signals of positronized secondary neutral indium atoms are comparable for both projectiles, while calculations performed with sfit show a 2 orders of magnitude lower nuclear sputtering yield for the 4.8 MeV/u $^{48}$Ca$^{10+}$ ions. Therefore, the detected sputter yield must be connected to the electronic stopping of those projectiles with a stopping power of 6.4 keV/nm (calculated with CASP). For a thoroughly sputter-cleaned surface, a significant increase in the ionization probability of sputtered indium atoms is measured under SHI bombardment, which could be connected to the initial electronic excitation of the sample. The presence of a native oxide layer on the pristine indium
surface acts to increase the ionization probability measured under SHI irradiation, while a monolayer oxygen coverage deposited on a previously sputter-cleaned surface has no detectable influence on the ionization probability. Particularly the latter finding is in strong contrast to the kilo-electron-volt ion bombardment experiments, which exhibit an increase in the ionization probability by more than 2 orders of magnitude due to the known oxygen matrix effect. A possible explanation is given by the depth of origin distribution of the emitted atoms. Under 5 keV Ar\(^+\) irradiation, more than 90% of the sputtered material originates from the uppermost layer and is therefore strongly influenced by the presence of oxygen at the surface. The source of particles emitted under electronic sputtering conditions on the other hand, is an excited cylindrical track. MD simulations of the resulting particle emission process reveal a phase explosion, leading to a larger contribution of emitted particles originating from deeper layers. The particles are emitted at later times and never “see” the initial surface contamination, which has been removed in the early stages of the sputtering process. They are, however, influenced by oxygen atoms buried in a thicker native oxide layer.
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