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Abstract

Information systems such as social media strongly influence public opinion formation. Additionally, communication on the Internet is shaped by individuals and organisations with various aims. This environment has given rise to phenomena such as manipulated content, fake news, and social bots. To examine the influence of manipulated opinions, we draw on the spiral of silence theory and complex adaptive systems. We translate empirical evidence of individual behaviour into an agent-based model and show that the model results in the emergence of a consensus on the collective level. In contrast to most previous approaches, this model explicitly represents interactions as a network. The most central actor in the network determines the final consensus 60–70% of the time. We then use the model to examine the influence of manipulative actors such as social bots on public opinion formation. The results indicate that, in a highly polarised setting, depending on their network position and the overall network density, bot participation by as little as 2–4% of a communication network can be sufficient to tip over the opinion climate in two out of three cases. These findings demonstrate a mechanism by which bots could shape the norms adopted by social media users.
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Introduction

Information systems today enable people to interact publicly, ubiquitously and in a self-organised manner on the Internet. Social media has played a major role in driving this development (Aral et al., 2013). Many online interactions are shaped by social influence exerted by peers in social networks (Matook et al., 2015). Accordingly, social media have become important in the public’s acquisition of information and the formation of consumer opinion (Dewan et al., 2017; Fan & Lederman, 2018). However, it is often difficult to determine whether a piece of information or opinion on social media is authentic. This leads to growing worries that malicious actors might spread misinformation online to manipulate the public (Berners-Lee, 2017). Current research suggests that large numbers of automated actors called “social bots” are attempting to influence public opinion (Ferrara et al., 2016). Their use has been especially researched in the field of politics, where a successful attempt to influence public opinion will even influence the outcome of votes. Research on the use of social bots during the 2016 U.S. presidential election showed that while bots were used in support of both candidates, many more bots supported Donald Trump than Hilary Clinton (Bessi & Ferrara, 2016). Furthermore, the content produced by these bots had a much more positive sentiment than the overall debate. The authors concluded that “the fact that bots produce systematically more positive content in support of a candidate can bias the perception of the individuals exposed to it, suggesting that there exists an organic, grassroots support for a given candidate, while in reality it’s all artificially generated.” It is thought that social bots may have played a role in the outcome of the “Brexit” referendum in 2016 on membership of the United Kingdom in the European Union (Schäfer et al., 2017), and some of the social bots used in the U.S. presidential election were also active before the 2017 presidential election in France (Ferrara, 2017). In the latter case, they participated in an attempt to spread the so-called “MacronLeaks”, a dataset containing possibly problematic information on the candidate Emmanuel Macron. While they were successful in the dissemination of the dataset and the story was picked up by major news outlets, the candidate targeted by the social bot
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accounts did win the election in the end. These cases show that social bots have been used in attempts to influence elections; yet, sufficient findings on why and under what circumstances they can be successful is missing. Consequently, there is a pressing need for research to analyse the extent to which automated actors such as social bots can influence the formation of opinion climates online.

According to the spiral of silence theory (Noelle-Neumann, 1974), opinion climates are subject to social influence processes in which a person’s public opinion expression behaviour is influenced by his or her environment. If an individual determines that their private opinion differs from that of the perceived majority, the individual becomes less likely to express their opinion publicly. Over time, this mechanism can lead to a “spiral of silence,” by which an opinion expressed by a vocal minority may ultimately become a social norm in public life, even if a considerable group of people internally disagree with it. In view of the proliferation of various kinds of social bots and other actors that promote certain opinions in several different social media networks, it is essential to examine the following research question.

RQ: How likely are social bots to influence public opinion formation by triggering a spiral of silence, depending on the characteristics of the bots and the structure of the social network?

Although this theory has been investigated in the context of social media communication (e.g., Hampton et al., 2014), most studies have focused on individual behaviour without considering how individual actions can together lead to social dynamics over time. While cross-sectional surveys and small lab experiments cannot address the dynamic process of the spiral of silence (Matthes, 2015), large-scale field experiments are associated with ethical questions (Agarwal & Dhar, 2014) and high efforts and costs.

In contrast to these previous approaches, we use virtual simulations to study how this social phenomenon emerges over time. To this end, we draw from complex adaptive systems (CAS) theory (Nan, 2011) to develop an agent-based model (ABM) of the spiral of silence. Most previous simulations of this process modelled human interactions in a two-dimensional
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physical environment (e.g., Sohn & Geidner, 2016). Our approach, however, is to model interactions as a network, which is more suitable to represent human communication behaviour (Wilensky & Rand, 2015). Therefore, the three steps of this research are to (cf. Figure 1)

a. develop an agent-based network model simulating the spiral of silence from sound theoretical assumptions and empirical findings,

b. validate the model based on comparisons with previous findings from social media and psychological research, and

c. apply the model to examine the potential influence of bots.

Figure 1. Illustration of the research steps

In particular, we examine how bots could be used to influence the spiral of silence online. Social networks vary in several aspects, especially in the number of connections between users, and the position of an actor in a network determines how influential they are. We therefore examine how the influence of bots depends on the density of the network and their position in it as well as their number. Since bots exhibit varying degrees of sophistication, from simple spam accounts to the intelligent autonomous actors that artificial intelligence research aims to develop, we also take a bot influence factor into account that determines how likely bots are to have an impact of the opinion of a human user. These concepts and the relationships studied are depicted in Figure 2. This research offers first insights into the actual danger posed by social bots in various environments and their interfering effects on the public sphere.
ARE SOCIAL BOTS A REAL THREAT?

Figure 2. Research model for the third step. The bots are considered successful when their opinion becomes accepted as the majority opinion, while holders of the opposite opinion are silenced.

In this paper, we first explain the necessary theoretical background information and summarise related work. The three subsequent sections are each dedicated to addressing one of the above research steps. After a general discussion of implications and limitations of the study in the penultimate section, the final section draws conclusions and outlines possible further research.

Theoretical Background

The Spiral of Silence Theory

The spiral of silence theory explains how public opinion is formed (Noelle-Neumann, 1974). Individuals fear isolation from society, which leads them to continuously observe the distribution of opinions in their social environment. Using a “quasi-statistical organ”, they estimate the prevalence of agreement and disagreement on contentious issues. If they perceive themselves to be in the minority, they will lose confidence in their own opinion and be more likely to remain silent. Their decision to no longer express their opinion, in turn, influences others in their environment to underestimate the frequency of this opinion. This starts a self-reinforcing process of people being silenced and others further misjudging the opinion.
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climates. Eventually, an opinion is accepted as prevailing even when a large part of the population may silently disagree with it. The spiral of silence theory is therefore used to explain the state of “pluralistic ignorance,” where a silent majority wrongly perceives itself to be outnumbered by a much more vocal minority (Noelle-Neumann, 1977; Noelle-Neumann, 1993). The mass media and in particular their agenda-setting function play a crucial role in the spiral of silence theory, because individuals rely on them to gauge the climate of opinion (Noelle-Neumann, 1974). However, even in situations in which the public’s perception of the opinion climate is generally accurate, the minority opinion is not always completely silenced. In some cases “a minority faction may be reduced to a hard core of persons who are not prepared to conform” (Noelle-Neumann, 1974, p. 48).

The spiral of silence theory relies on observations about individuals made in social psychology but makes predictions about group behaviour relevant to many other disciplines, including information systems. The influence exerted by peers through social networks can play a major role in shaping employees’ responses to organisational policies (Bhattacherjee et al., 2017), and in forming behavioural intentions such as technology adoption decisions (Sykes et al., 2009). Venkatesh & Morris (2000) consider social influence identical with subjective norm, one of the most important antecedents of technology acceptance. It is noteworthy that the spiral of silence theory explains normative social influence, meaning that individuals adapt their public behaviour to their environment (e.g., by not expressing their opinion), while their private opinions remain unaffected by the environment.

Empirically, meta-analyses have corroborated the notion of changes in one’s confidence based on the perceived opinion climate. Perceiving public support for one’s opinion increases people’s willingness to express their opinions (Glynn et al., 1997; Matthes et al., 2018), although there are individual differences: It has been shown that those who feel very certain about their opinion (the “hard core”) are less inclined to adapt their opinion expression behaviour to the prevailing opinion climate than those who feel less certain about their opinion being correct (Matthes et al., 2010). Likewise, it has been argued that people have a
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dispositional tendency or willingness to self-censor when confronted with opposing majorities, and that this individual disposition influences the extent to which their willingness to voice personal stances in public depends on the opinion climate (Hayes et al., 2010).

Despite the extensive amount of empirical spiral of silence research, studies that address the reciprocal effects of individual opinion expression behaviour and the formation of opinion climates remain the exception (Matthes, 2015). Scholars have repeatedly called for research that grasps the dynamic nature of the theory and analyses how opinion climates form over time (Scheufele, 2007; Matthes & Hayes, 2014).

**The Spiral of Silence Online**

In the age of social media, scholars have begun to examine whether the assumptions of the spiral of silence still hold. Especially with the emergence of social bots, the spiral of silence theory has gained renewed interest. If social bots advocating a certain opinion spread over a network, this could lead to the false impression that the “bot opinion” is shared by more humans that it really is. Consequently, people who agree with this opinion gain the confidence to speak about it publicly, while those who disagree keep silent out of fear of being socially isolated.

Information systems research shows that social influence plays a key role in many online interactions, such as product search (Grange & Benbasat, 2018) or the success of YouTube videos (Susarla et al., 2012) and crowdfunding decisions (Thies et al., 2016), although it is far from the only factor (Fang et al., 2013). There is also evidence that opinions expressed online reflect the opinions of the general population, e.g., in the case of doctor ratings (Gao et al., 2015). A representative survey of American adults conducted by the Pew Research Center found that those willing to discuss surveillance programmes in person were unlikely to post their views on social media (Hampton et al., 2014). In addition, only 15% of Internet users said they received information about the Snowden leaks from Facebook. However, the study confirmed that Facebook is used to assess the opinion climate, and influences willingness to
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speak out both online and offline. Experimental research corroborated that individual opinions expressed in user-generated comments on Facebook can (weakly) shape the way people perceive the opinion climate among the national population (Neubaum & Krämer, 2017). Although people seem to use social media to infer opinion climates, they are not generally willing to voice political opinions in these public environments (Neubaum & Krämer, 2018).

Taken together, these results suggest that when it comes to assessing the opinion distribution, social media play a vital role. This in turn leads to a climate that is especially prone to distortion as social media enable virtually anyone with access to the Internet to express their opinion online. These findings become especially relevant when one considers that traffic on online social networks is not only produced by human actors but also by automated accounts programmed to exhibit a certain behaviour and execute different tasks.

The Influence of Social Bots on the Opinion Climate Online

Automated accounts are often referred to as bot accounts or bots and show diverse patterns of behaviours and different levels of automation and sophistication. Among social media technologies, Twitter is especially popular both for the use of bots and for research on these bots through its open and easily accessible API. Studies found that between 9% to 15% of Twitter accounts are actually bots (Chu et al., 2012; Varol et al., 2017). The behaviour of bots ranges from automatically reposting a human user’s content on a different platform, or automatically posting useful information such as the weather forecast, to simulating human behaviour and apparently taking part in communication with human users (Stieglitz et al., 2017). We define social bots as bots exhibiting the latter behaviour (Abokhodair et al., 2015; Hegelich & Janetzko, 2016), i.e. automated accounts on social media sites which act similar to humans, post content and are not necessarily recognisable as automated to human users.

Among these social bots are those that convey a particular opinion through their messages and are thus thought to try to influence human users’ opinions. Numerous studies
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have tried to capture this phenomenon and to show the application of social bots in several scenarios – often in political contexts (e.g., Abokhodair et al., 2015; Forelle et al., 2015).

The potential of social bots to influence human users can be deduced from the Media Equation Theory by Reeves & Nass (1996). In their studies, participants responded to computers as if they were other human beings, even though the participants knew they were interacting with inanimate objects. The authors noted that “people were polite to computers. Not only were the computers in these experiments tools for learning new information, they were social actors that people reacted to with the same polite treatment that they would give to another human” (p. 26). In a more recent study, Edwards et al. (2014) transferred these findings to bots on Twitter and showed that, “although [the] scores were generally lower than the condition with a perceived human Twitter feed, the results demonstrate that a Twitterbot is perceived as a credible source of information” (p. 374). Furthermore, it has been shown on an individual level that humans not only respond to artificial dialogue partners like they would to other humans, but that bots actually have the potential to alter the human's behaviour (Munger, 2017). The author showed that automated Twitter messages in response to people posting offensive messages led to a decrease in these messages in the following weeks.

In summary, studies show that, on many occasions, humans interact with computers in general and with bot accounts in particular similarly to how they would interact with other humans – despite being aware of the inanimate character of these bots. This does not mean that they see them as equals, and true social recognition is an arguably much more complex issue (Rowe, 2018). Still, concerning the potential of automated communication to alter a person’s behaviour, the above findings suggest that bot accounts can have an influence on a user’s actions. All these results show that, on an individual level, there may be the potential for bot accounts to interfere with users. However, it remains unclear whether these findings can carry over to a larger scale and shape a larger part of a conversation on a certain topic online. To see how social bots could alter discussions on topics on a larger scale, different mechanisms need to be examined.
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One mechanism by which this influence might take place is astroturfing. The potential here lies in the sheer number of messages that bots are able to post without the need of human action. As Zhang et al. (2013) write, “astroturfers strive to create the falsified impression that the given ideas or opinions are held by a large portion of the population” (p. 2). As there is virtually no limit to the number of social bots that can be deployed, the conversation on a topic can be flooded with automatically generated messages of a certain opinion, thus creating the impression that many people hold that opinion.

The nature and impact of astroturfing on online conversation, as laid out above, clearly bears resemblance to the idea of the spiral of silence. For example, hundreds of bots sharing the same messages or keywords on Twitter could create the false impression that support for this opinion is high among users. Bots could equally spam comments on Facebook discussions with a certain opinion so that people of the opposite opinion feel that they are in the minority, and thus refrain from commenting. In these scenarios, people could act on a distorted perception of the opinion climate, possibly leading to uninhibited or damaging behaviour.

Still, to the best of our knowledge, the spiral of silence theory has not yet been applied in the context of social bots and astroturfing. While there is sufficient evidence for the existence of bots (e.g., Ferrara et al., 2016), their actual impact remains unknown (cf. Cossu et al., 2016). Due to the difficulty of reliably measuring the actual impact of online actors on the opinion climate, the research is largely based on the unproven assumption that social bots can have an impact. This impact is often measured empirically by examining whether humans retweeted bot tweets (e.g., Hegelich & Janetzko, 2016), but the mere fact that a human has retweeted a bot does not prove that the human has been influenced. We approach the problem from the opposite angle, starting with a theory of opinion formation and then reasoning about possible mechanisms by which bots could influence it. This scenario has a vast potential in helping to understand mechanisms of opinion formation and manipulation online. It also has
ARE SOCIAL BOTS A REAL THREAT?

clear implications for events occurring offline, such as elections. Therefore, the need for a valid theoretical model to assess the impact becomes apparent.

Related Work

Simulating the Spiral of Silence

As has been pointed out, the spiral of silence is a widely accepted theory in communication studies on the causes of normative social influence. Previous research has been primarily based on cross-sectional survey data (e.g., Matthes et al., 2010) and relatively small-scale experiments (e.g., Hayes et al., 2010). Both the assumptions and the predictions of the spiral of silence theory have been backed up by this evidence. However, the exact conditions under which it takes place and the mechanisms by which it emerges in large-scale settings are unclear. This lack of research may be due to the fact that such studies have traditionally been difficult to design. Laboratory experiments on conformity have been criticised for their low external validity (Scheufele & Moy, 2000). Large-scale observational studies on social media would perhaps be an option, but they are fraught with methodological challenges such as bias in the data (Ruths & Pfeffer, 2014; Stieglitz, Mirbabaie, et al., 2018). A solution is to conduct a virtual experiment through simulation.

Prominent early work on simulating related opinion formation processes was carried out by Nowak et al. (1990). In their model, social interactions occur based on Euclidean distances in a two-dimensional environment. Yet the authors called for communication networks to be considered explicitly in the future:

Nearly any type of relationship . . . may be conceived of as a network. . . . This kind of representation would allow one to shape the group structure at will. For example, one could represent an actual network of social contacts as obtained from survey data. Alternatively, one could model an organizational structure including both formal and informal channels of communication. . . . A particularly interesting possibility would
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be to model computer-mediated communication networks of the sort that are increasingly common in business and academia. (Nowak et al., 1990, p. 373)

The call for more network-based research on opinion formation theories has been echoed but rarely answered (Song & Boomgaarden, 2017). In the context of the spiral of silence, researchers have used network models to examine the influence of long-range interactions (Jiang et al., 2008), the influence of the chosen network topology (Wu et al., 2015) or the influence of neutrals and hardcore nonconformists (Takeuchi et al., 2015) on opinion dynamics. However, to our knowledge, there have not been any simulation studies on the deliberate manipulation of public opinion in the context of the spiral of silence.

The Complex Adaptive Systems Perspective and Agent-based Models

We propose to reason about the spiral of silence theory within the analytical framework of complex adaptive systems (CAS). CAS are “systems composed of interacting agents described in terms of rules. The agents adapt by changing their rules as experience accumulates” (Holland, 1995, p. 10). They are characterised by the emergence of complex structures and patterns that arise as a result of the interplay of many smaller entities (Wilensky & Rand, 2015). Agent-based modelling is a tool to design and examine virtual complex adaptive systems. Because these systems involve a large number of individuals, it is often infeasible to closely monitor the emergence of the phenomenon of interest in detail in the real world, and mathematical models are not analytically tractable. An ABM can therefore help understand the complex system and can also be valuable in studying its long-term behaviour and in predicting its future behaviour (Wilensky & Rand, 2015).

CAS theory has been applied to a wide range of phenomena relating to information systems, either on its own on a purely conceptual level (Nan & Lu, 2014) or in conjunction with agent-based modelling (ABM). It has been used to examine concepts such as IT use (Nan, 2011), agile software development (Vidgen & Wang, 2009), and cohesion in virtual teams (Curşeu, 2006), and several others (Canessa & Riolo, 2006; Johnson et al., 2014;
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Havakhor et al., 2018). This wealth of literature illustrates that presently, CAS is a well-established analytical framework in Information Systems. The process of translating a theory into a conceptual CAS model is considered a theory-building exercise (Nan, 2011).

Complex adaptive systems are composed of an environment, agents, and interactions (Nan, 2011). When modelling the system, the problem at hand often immediately determines the nature of the agents. The choice of the environment is closely linked to the topology of interactions within the model. The two most frequently used topologies in ABM are spatial and network-based environments (Wilensky & Rand, 2015). Spatial environments are used when interactions between agents are the result of physical proximity. In this case agents are placed in a two-dimensional space. A good example of a spatial model is an ant colony gathering food from different sources (Wilensky & Rand, 2015). Ants only transmit information when close to each other. In one unit of time, they can only move to a neighbouring field. Networks composed of nodes and links are the other common topology used in ABM. The nodes are not assigned a physical position. Instead, the neighbourhood of a node is determined by its links to other nodes. This allows for high-dimensional topologies especially useful in modelling social interactions, in particular human communication. Since communities on social media lend themselves easily to network representations (Kane et al., 2014), the choice of a network-based environment is common for the application of ABM to this case (e.g., Canessa & Riolo, 2006; Ren & Kraut, 2007; Hildebrand et al., 2012; Johnson et al., 2014; Havakhor et al., 2016).

The strength of ABM lies in the fact that the researcher only needs to specify an environment, agents, and the rules by which agents act and interact in the model. In contrast, “we do not have to define in advance the emergent, global properties; instead we can observe these properties as they arise from a simulation of multiple distributed interacting agents” (Wilensky & Rand, 2015, p. xvii). This property makes ABM a perfect fit for the spiral of silence theory. As mentioned before, assumptions at the individual or local level have been subject to a great deal of scrutiny by psychologists (Glynn et al., 1997; Glynn & Huge, 2014).
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Our goal is to observe the emergence of the global phenomenon. Here, ABM may bridge this gap between individual and collective behaviour.

Yet, the application of agent-based modelling to the spiral of silence theory is a relatively new field. Sohn & Geidner (2016) examined how the number of communication partners influences the process. When agents communicated with more agents on average, a global spiral of silence was more likely to form and the population was less likely to become polarised. According to the authors, today’s social media represent such a densely networked communication environment. However, Sohn and Geidner did not model communication as a network explicitly but used a spatial environment. Actors move on a fixed-size two-dimensional surface. As in Nowak et al. (1990)’s simulations mentioned above, interactions occur based on the Euclidean distance between agents on this surface. Individual agents observe the opinions of other agents and continually adjust their confidence in their own opinion based on the number of supporting and opposing opinions expressed in the vicinity. Likewise, Gawroński et al. (2015) modelled the spiral of silence in an agent-based environment but assumed that agents perceive the opinions expressed by all other agents – an assumption that is justifiable when the goal is to model dynamics in small groups, but not online on global social media.

Model

This section addresses the first research step, developing the model. A key strength of agent-based models is that they force the researcher to make assumptions about individual behaviour and the environment explicit, and much more so than in textual descriptions of theory (Wilensky & Rand, 2015). Consequently, when developing agent-based models, it is essential to explicitly justify the choices made. Therefore, in each modelling step, we first describe the assumptions made, which are grounded in previous research. We used NetLogo (Wilensky, 1999) as a simulation tool, a programming environment that offers an API which
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makes the simulation of agent-based models straightforward, along with the package RNetLogo (Thiele, 2014) for the statistical computing environment R.

Agent-based Modelling World

For the reasons laid out above, we consider a network topology the most appropriate environment to model the spiral of silence. In order to reflect previous findings on the topology of social interactions, this network model should satisfy the following requirements and assumptions.

1. Real-world social networks often exhibit power-law tailed degree distributions (Barabási & Albert, 1999) and are small-world networks (Watts & Strogatz, 1998). Since we intend to model a social network, these properties are desirable.

2. The network remains static during the opinion formation process, because opinion formation is assumed to take place faster than changes in the underlying real-world social networks. The network is therefore generated once for each simulation run. While this simplification might not fully mirror real-world networks, it is assumed that networks do not change as quickly as an issue can become a widely discussed topic. Recent evidence, for example, has shown that only a few users are willing to make changes to their network as a result of political disagreements (Bode, 2016; John & Dvir-Gvirsman, 2015).

3. The network model should make it possible to study the influence of different network topologies, especially density and the positions of actors, on the spiral of silence by varying parameters.

The Barabási-Albert model (Barabási & Albert, 1999) generates power-law degree distributions and small-world networks (Dommers et al., 2010). The generalised preferential attachment model described by Dorogovtsev et al. (2000) additionally satisfies the third requirement. This version allows for variations in the number of links and the scaling parameter of the degree distribution. As in the original model of preferential attachment, a
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graph is built by adding one node at a time. Whenever a new node is added, it is connected to m existing nodes chosen with a probability proportional to an attractiveness score. The attractiveness of node $i$ is defined as

$$A_i = m(\gamma - 2) + q_i,$$

where the first term is its initial attractiveness and $q_i$ is the number of edges that have previously been added to it. This means that nodes with many connections, so-called hubs, are more likely to be connected to a new node than nodes with few links. Such a rich-get-richer principle has also been observed empirically in social networks (Newman, 2001).

In the following section we use common notation from graph theory to describe the network. The network is denoted by $G = (V, E)$, where $V = \{1, ..., n\}$ is the set of all (enumerated) agents and $E = \{\{i, j\}: i, j \in V\}$ the set of undirected connections between them. Let $N(v)$ denote the set of neighbouring agents of an agent $v$, i.e.

$$N(i) = \{j \in V : \{i, j\} \in E\}.$$

The decision to model relationships as undirected instead of directed is based on a few considerations. First, there are real-world examples of both types of edges. Networking sites that extend the classical notion of friendships (e.g. Facebook, LinkedIn) use bidirectional edges while other services (e.g. Twitter, Instagram) have directional follower/followee relationships. However, we argue that even the pages and feeds of large influencers on directional sites such as Twitter contain the opinions of far more people than just the few accounts they follow. That is because these sites usually allow for the followers to interact by leaving comments and voting on posts. The reader of such a page will likely read the comments and be influenced by many people. Likewise, the portrayal of public opinion on news media is often shaped by nationwide polls. In conclusion, influence spreads both ways,
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and undirected edges are a plausible simplification. Apart from that, undirected networks lead to more generalisable results. There are many more parameters to choose from for directed scale-free networks than for undirected ones, narrowing the context in which a particular model can be applied.

Agent Behaviour

Apart from modelling the environment, we also model agent behaviour – in our case related to the spiral of silence. As far as agent behaviour is concerned, our model is based on the approach described by Sohn & Geidner (2016). In this section, we recap their model and highlight the changes we introduced in our variant of the model.

As mentioned above, the spiral of silence explains changes in the willingness to express one’s beliefs (or opinions), not changes in one’s actual beliefs. As a result, we model an agent’s opinion as a static value. Also, for the sake of simplicity, we only consider two possible opinions, positive and negative. Every agent is therefore equipped with a fixed dichotomous value $o_i$ in $\{+, -\}$ modelling the preference or dislike of a certain topic.

In contrast to the fixed opinion, the question of whether the agents publicly express their beliefs depends on their surroundings. However, since the willingness to self-censor varies from individual to individual (Hayes et al., 2005), some people are generally more likely to express their opinions than others regardless of the topic. This tendency of an individual $i$ to speak out is modelled as the willingness to self-censor $\Phi_i$ (Hayes et al., 2005; Hayes et al., 2010), a continuous value in $[0; 1]$. Like the opinion, an agent’s willingness to self-censor does not change over time.

In contrast, an agent’s confidence $c_i(t)$ is influenced by the majority opinion the agents observe in their neighbourhoods (cf. Sohn & Geidner, 2016), as proposed by the spiral of silence theory. The confidence of an agent is a continuous value in the range $[0; 1]$. At each step of the process, individuals will compare their confidences with their willingness to self-
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censor in order to determine whether or not to speak out. A confidence higher than the
disposition to self-censor causes an individual to share his or her opinion while a lower value
causes the individual to remain silent. Of course, the opinion and confidence of an individual
depend on the topic. However, in our simulation we model the spiral of silence in the context of a single topic only. Consequently, every agent has only one value at a time for each of the variables.

The opinion climate $\delta_i(t)$ observed by agent $i$ at time $t$ is the proportional difference between the perceived opinions of the neighbours:

$$
\delta_i(t) = \begin{cases} 
\frac{n_s(i,t) - n_o(i,t)}{n_s(i,t) + n_o(i,t)}, & \text{if } n_s(i,t) + n_o(i,t) > 0, \\
0, & \text{if } n_s(i,t) + n_o(i,t) = 0
\end{cases}
$$

Thus, $n_s(t, i)$ and $n_o(t, i)$ denote the number of individuals in the neighbourhood of with identical and opposite opinions compared to $i$’s opinion $o_i$ at time $t$, respectively. $\delta_i(t)$ is a value in $[-1; 1]$, where the extreme value $-1$ is approached if the neighbourhood of agent $i$ only consists of opinions opposing $i$’s opinion for a prolonged period of time and $+1$ is approached when the neighbourhood completely agrees with $i$. Note that the numbers $n_s(t, i)$ and $n_o(t, i)$ only take agents into account who express their opinions. Silent agents are not considered.

The variable opinion climate captures the idea that “individuals form a picture of the distribution of opinion in their social environment” (Noelle-Neumann, 1974, p. 45). This social environment, in our model, consists of their neighbours in the social network. It is important to note that the perceived opinion climate depends on the relative distribution of opinions among one’s neighbours. Actors with many neighbours are influenced by many, but each of these neighbours only has a small amount of influence on them. Actors with many
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neighbours also, in turn, influence many other actors. It is therefore advantageous for those who seek to influence public opinion – bots, for example – to acquire many connections to others.

A crucial question is how to model changes in one’s confidence based on the observed opinion climate. As Noelle-Neumann writes of someone observing his [sic] surroundings, “he may discover that he agrees with the prevailing (or winning) view, which boosts his self-confidence and enables him to express himself with an untroubled mind and without any danger of isolation.” Since this is the only agent variable changing over time, the long-term behaviour of our ABM is closely linked to how confidence is modelled. The confidence function should fulfil the following axioms.

1. **Boundedness**: The confidence can never be lower than zero and should always be less than one. Because we limit the willingness to self-censor to the interval [0; 1] we also have to limit the confidence, which is directly compared to it.

2. **Strictly increasing**: Although bounded from above by 1, the confidence will always increase if the perceived opinion climate supports an agent's opinion.

3. **Diminishing marginal effects**: Agents with a low confidence are more easily influenced by the opinion climate than already confident ones. Likewise, it requires more time for the opinion climate to influence those who are more confident (and consequently more outspoken). This pattern is in line with previous spiral of silence survey research which showed that an individual’s susceptibility to normative social influence depends on how certain they feel about their opinion (Matthes et al., 2010).

4. **Symmetry**: If it takes \( x \) years of a supportive opinion climate to consolidate an opinion in an actor and make them confident about it, then it should take the same time under an equally opposing opinion climate to erode this confidence again. This is based on the notion that human beings tend to avoid information that contradicts their own opinion, and strive instead for cognitive consonance.
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(Festinger, 1957). Drawing on the ideas of cognitive dissonance and selective exposure (Knobloch-Westerwick, 2014), it is argued that it is more difficult to change an individual’s opinion the longer they have held it.

The following composition of two functions satisfies the above axioms. Every agent has an internal value \( \hat{c}_i(t) \) that additively grows or decreases based on the observed opinion climate in the neighbourhood of \( i \). However, because there is no such thing as negative confidence (axiom 1), we bound the value from below by zero:

\[
\hat{c}(t) = \max\{\hat{c}(t - 1) + \delta(t); 0\}
\]

Note that \( \hat{c}(t) \in [0; \infty]. \) The values can be transformed to the interval \([0; 1]\) by applying a sigmoid function (cf. Sohn & Geidner, 2016) to obtain the confidence:

\[
c(t) = 2 \times (1 + e^{-\hat{c}(t)})^{-1}
\]

The confidence is used in the comparison with the willingness to self-censor. To initialise the model, \( \hat{c}_i \) and the willingness to self-censor of each agent \( i \) are drawn from a uniform distribution, i.e. \( \hat{c}_i(0) \sim U(0, 1), \Phi_i \sim U(0, 1) \). This assumption is later relaxed as part of a sensitivity analysis.

\[
\text{update confidence}
\]

\[
\hat{c}(t+1) = \hat{c}(t) - 0.5
\]

Figure 3. Example confidence update

Figure 3 shows an example of how confidence updates work in practice for an individual node. Consider the individual at the centre. At time \( t \), there is \( \hat{c}(t) = 1.5 \). Since three of the agent’s four neighbours are of the opposite opinion, the agent’s internal value \( \hat{c} \) at time
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decreases to \( \hat{c}_t(t + 1) = 1.5 + \frac{1-3}{1+3} = 1 \). This change causes the confidence to drop below the agent’s willingness to self-censor, preventing the agent from further expressing their opinion in public.

Confidence updates are executed repeatedly until the model reaches a stable state, i.e. none of the agents changed their confidence by more than 1 between two units of time (or ticks). Figure 4 shows an example network (larger than the one in Figure 3) and its subsequent states after various numbers of ticks.

\[
\text{(a)} \quad \text{(b)} \quad \text{(c)}
\]

*Figure 4.* Example of the spiral of silence process (a) at the beginning, (b) after 10 ticks, and (c) at the stable state \((m = 3, \gamma = 2.5)\). In this case, the minority is silenced completely and a social norm is definitely established.

**Modelling Social Bots**

To assess the influence of automated agents such as social bots in the process, bots are also modelled as agents. In contrast to the “human” agents, they always assert their programmed “opinion” regardless of the perceived opinion climate. As a result of the theoretical considerations laid out earlier, we assume, for the time being, that bots influence the perceived opinion climate the same way humans do. This assumption is relaxed later as part of a sensitivity analysis.
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Bots are only added once all human users have been added. The human actors are inserted using generalised preferential attachment, as described above. Every newly added bot is linked to $m$ existing nodes, just like the other agents. Since bots are added later, their average degree will be lower than that of the normal agents, as they have fewer chances to be connected to new nodes. This phenomenon is consistent with previous research. Ferrara et al. (2016) assume that bots have fewer connections to real users than real users have among themselves.

The position of bots in the network may strongly affect their influence on opinion formation as, like Aiello et al. (2012) report, their influence depends in part on their position in the social graph. To further analyse the effect of the position of bots in the communication network, we consider three mechanisms for creating links to existing nodes:

- **(Generalised) Preferential attachment:** The probability that a bot is connected to an existing node is proportional to the attractiveness of that node. Connecting bots to hubs could be a fruitful strategy for bot creators because successfully influencing them might have a large cascading effect on the rest of the network.

- **Inverse preferential attachment:** The probability that a bot is connected to an existing node is inversely proportional to that node’s attractiveness. Connecting to poorly connected agents might also be a viable strategy for bots as peripheral users estimate the opinion climate based on a small number of users. They are therefore more easily influenced by a single bot.

- **Random attachment:** Bots are linked to random agents. This is a simple strategy, and it is useful in the evaluation for comparison purposes.

Experiments were run for each of the three attachment models and results were compared to identify potential differences in bot strategies.

**Validation**

The second research step is to ensure that the modelled process is indeed the spiral of silence. Beese et al. (2015) stress the need for a “thorough and well-documented validation
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procedure” in simulation-based Information Systems research. Several validation techniques were therefore used together to ensure that the model is accurate (Sargent, 2005).

Correctness of Implementation

During model development, randomly chosen actors were observed over time, and their internal state and behaviour were traced and compared to calculations by hand to ensure that the desired mechanisms were implemented correctly (cf. Figure 3). Animations of the running model were inspected visually to ensure that the model behaves as intended (cf. Figure 4). Parameters were varied with a focus on extreme values to ensure that the model behaves as expected in extreme conditions, such as when all actors are of the same opinion. To ensure internal validity, the amount of stochastic variability was measured and is reported in the following sections and figures where appropriate. These tests ensure that the NetLogo code is a correct implementation of the conceptual model outlined above.

Validity of the model

To ensure that this model accurately reflects the theoretical concept of the spiral of silence, operational graphics were created, some of which are reproduced in this article (Figures 5–8). These results were compared to past empirical findings (Noelle-Neumann, 1974) and to the results of other simulation models (Nowak et al., 1990; Sohn & Geidner, 2016). In particular, in the following, we consider three distinct observations that are central in the spiral of silence theory, as discussed earlier. Each of these observations is first presented, then discussed.

The effect of network density: Social media connect more people than ever before. This increasing density of communication networks has been proposed to affect opinion perception with regard to the spiral of silence (Sohn & Geidner, 2016). We therefore varied the number of edges \( m \) with which each new user is linked to the existing graph. An increase in \( m \) also increases the density of the network. We analysed values of \( m \) from 1 to 10. For each value of
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*m*, 1000 simulations were run and the results averaged. All other parameters remained constant. The graph contained 1000 nodes. Each node was assigned a random opinion (“+” or “−” with a probability of 50% each). The parameter that controls the degree distribution of the network was set to 2.5, a value common for observed “real-world” scale-free networks, whose exponent usually lies between 2 and 3 (Dorogovtsev et al., 2001). For this first analysis bots were excluded.

With increasing network density, the majority group gets larger and the minority smaller. Evidently, barring ties, one of the two opinions is always held by more actors than the other opinion at the end of the run. We use the term “majority” to refer to the opinion expressed by the majority of actors that express their opinions at the end of the run, while “minority” refers to the actors of the other opinion confident enough to speak. Silenced actors are ignored. As expected, in half of the simulation runs the final majority is of the positive opinion, while in the other half of the cases the majority is of the negative opinion. However, the difference between the majority opinion and the minority increases with larger *m* (Figure 5). For *m* = 1, the minority opinion is expressed by 16.8% of actors at the end of the simulation while at *m* = 10, it is only expressed by 0.1%. At the same time, the size of the majority approaches 50% for large *m*, as virtually all agents that hold it are confident enough to express it. As a result, the proportion of silent users stays roughly the same. With higher *m*, more holders of the majority opinion dare to speak, but roughly as many holders of the minority opinion are silenced.
Figure 5. Effects of density on dominance of majority over minority opinion and the proportion of silenced users

In other words, when individuals’ ego-networks are small, subgroups within the network are able to retain confidence in their minority views and discuss them openly. This observation is in accordance with the finding by Sohn & Geidner (2016) that several local “spirals of silence” form, whereas in a setting with large ego-networks, a global spiral of silence emerges. It is also consistent with the findings by Nowak et al. (1990).

The role of mass media: The network model also allows us to observe phenomena that are more difficult to observe in spatial environments. Some users are naturally more central than others, and the findings indicate that the position of the actors in the network can strongly influence the outcome. Specifically, the initial opinion of the most central node is equal to the final opinion of the majority in 70.4% of cases for $m = 1$, and 59.8% for $m = 10$ of cases (Figure 6, left). There is a weak but distinct downward trend as $m$ is increased. To put this result into context, recall that the opinion of a user is assigned randomly in our model. Thus, if the central node did not influence the final results at all, its opinion would be expected to coincide with that of the final majority about 50% of the time. As can be seen, the initial opinion of the most central node coincides with the majority much more often, both for small and for large values of $m$. 
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Figure 6. (left) Influence of the most central node on the final majority opinion; (right) Average number of ticks needed until the simulations reached a stable state

The central nodes in our model represent opinion leaders such as the mass media which are able to shape people’s views but are also influenced by many individuals in how they portray public opinion (e.g. through opinion polling or extensive friendship networks). Our results indicate that these actors strongly influence the outcome of the spiral of silence, although their influence is diminished slightly in a more densely networked society.

The speed of consensus formation: Finally, the agent-based model does not only make it possible to examine the outcome of the process, but also the process itself. The number of ticks needed until a stable state was reached exhibits an interesting behaviour (Figure 6, right). First, it has a large variance. For \( m = 5 \), the 90% confidence interval is [42; 566.3]. Secondly, it increases with larger \( m \), from a mean of 36.0 for \( m = 1 \) to a mean of 210.1 for \( m = 5 \). For an even larger \( m \), it decreases again, down to 63.9 for \( m = 10 \). As mentioned before, the stable state was determined as the point in time at which no agents changed their \( \hat{c}(t) \) value by more than \( \varepsilon = 0.001 \). We observed that for both, very small and very large \( m \), a stable state was reached quickly. For values of \( m \) in between, it took much longer for a consensus to be reached (Figure 6, right).

The number of ticks it takes for a stable state to be reached can be interpreted as the time until a societal consensus is formed, or a norm established. The large variance in the number of ticks means that our approach can model cases in which public opinion forms quickly as
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well as those where this process takes years or even decades. In each of these cases, we have shown that the time taken depends on the number of connections between actors. A possible explanation for this observation is the superposition of two phenomena: The increase in the magnitude of occurring “spirals of silence” and the increase in the number of ways through which information can be diffused. On the one hand, as Sohn & Geidner (2016) found, the absence of many connections between the users leads to the emergence of local spirals of silence, i.e. small groups form in which one opinion dominates. Only in more densely connected communities, a global spiral of silence occurs. As expected, the more global the spiral is (and the higher $m$), the longer it should take for it to reach a stable state. On the other hand, information can diffuse faster through a more densely connected graph. Thus, the time it takes for a global opinion climate to form should decrease with an increase in $m$. Both effects combined may lead to the graph seen in the right part of Figure 6. A simulation with a higher $m$ might resemble what has been labelled as “world public opinion” (Rusciano, 2014), referring to topics of worldwide relevance that are discussed by a global public.

Overall, the present evaluation supports the notion of the spiral of silence theory (Noelle-Neumann, 1974) and offers initial evidence on the circumstances under which a spiral process can come to a paralysis (Matthes & Hayes, 2014).

**Sensitivity Analysis**

The above results are based on the modelling assumption that the value $\hat{c}(t)$ and *willingness to self-censor* are initialised by drawing values in [0, 1] uniformly. In order to judge the influence of this initialisation procedure on the results, we conducted a sensitivity analysis. The model was tested using different distributions to initialise the variables. More precisely, we additionally initialised both variables with normal distributions ($\mu = 0$ and 0.5, respectively, $\sigma = 0.5$) truncated at 0 to prevent negative values. We also examined an initialisation with a more extreme exponential distribution ($\mu = 1$). There is no difference in
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the final majority/minority distribution for any of these variants compared to the uniform initialisation. It seems that the stable final state is not influenced by the choices for the initial confidence and willingness to self-censor. The number of ticks needed for the model to converge is also not affected that much. We observe that the effect of the initialisation wears off a few steps into the simulation.

To conclude the validation, we showed earlier that (1) the individual-level assumptions of our model are backed up by empirical evidence, and have shown that (2) the group-level predictions of our model are equally consistent with prior findings, where such findings are available. Since our model is consistent with empirical evidence, it seems plausible that it is an accurate representation of the spiral of silence process. We can now turn to using it to examine the influence of social bots on opinion formation.

Influence of Social Bots

Network structure and network positions of bots

The final step is to analyse the influence of social bots on the perceived opinion climate. We model a scenario in which bots that are programmed to spread opinions are inserted into the social network. If they succeed in triggering a spiral of silence, their views are eventually accepted as public opinion. We therefore ran simulations on a network of human agents and bots, and calculated the probability that the opinion spread by the bots ultimately prevails. We created 1000 “human” agents and added $x\%$ of bots to the graph, where $x$ varied from 0 to 10. The bots were added according to the three different attachment strategies described earlier, while humans were always added using preferential attachment. Bots added with preferential attachment attempt to sway hubs or “influencers”, while inverse preferential attachment models bots that try to influence peripheral and potentially more vulnerable nodes. Random attachment models a bot that picks nodes uniformly at random. The total resulting number of agents in the graph was $1000 + 10x$. For each parameter combination 1000 simulations were run. Again, each human was either assigned a positive or negative opinion with a probability
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of 50% each. In contrast, all bots were assigned the “—” opinion. We then analysed the number of simulations in which the “—” opinion supported by the bots was the perceived majority opinion at the end. Without the influence of bots, each opinion should dominate in 50% of the simulation runs on average. In contrast, the “—” opinion supported by bots should dominate in 100% of runs if bots determine the results alone. To also assess the effect of network density, we carried out this procedure for multiple values of \( m \). Figure 7 shows the results. We formulate several propositions based on our findings (P1-P6).

![Figure 7. Influence of bots added at different positions in the network. Curves are Loess smoothers (span = 0.75) fit to the empirical probabilities to highlight the trend (Cleveland, 1979). Grey areas around the curves are 95% confidence intervals. Straight dashed lines indicate the 50% baseline probability.](image)

After running the simulations with these parameters, we found that (P1) a small number of bots of one opinion is already sufficient to tip over the global opinion climate in favour of that opinion and (P2) the addition of bots always has an influence on their chances of success, regardless of the attachment method, network density or percentage of bots added. The influence of bots added with preferential attachment, inverse preferential attachment as well
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as random attachment were close with differences mainly in regard to the network densities’ contribution. However, preferential attachment results in a slightly higher influence of bots than either of the other attachment methods. In other words, (P3) the influence of these human-like bots is slightly higher when they attach to central actors in the network than when they attach to peripheral actors or to random actors. In case of preferentially attached bots, when a mere 2.0–2.5% (depending on m) of actors are bots, the opinion climate tips over in their favour in two out of three cases. The addition of 10% of bots already ensures that the “−” opinion is perceived as the dominant opinion in 90.8%–97.3% of simulation runs although it is only supported by 54.5% of actors (100 bots and around 500 humans). The result that a relatively small number of bots could effectively tip over the global opinion climate remained relatively stable regardless of the network density. However, (P4) the influence of human-like bots is slightly higher in scenarios with denser networks in contrast to less connected networks. For example, with random attachment and m = 10, only 2.5% of bots were required to tip the opinion climate two out of three times, and 10% of bots swayed the opinion climate in 94.5% of cases. In comparison, in case of m = 1, 4.0% of bots were required for a 66% success chance, and 10% for a 86.2% chance. Table 1 presents more detailed results.

Table 1

<table>
<thead>
<tr>
<th>m</th>
<th>% Bots</th>
<th>% Bot Opinion Dominates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preferential attachment</td>
<td>Inverse preferential attachment</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>48.1</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>70.6</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>90.8</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>50.3</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>82.4</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>94.3</td>
</tr>
</tbody>
</table>
Human likeness of bots

The above results assume that bots influence human users in the same way other humans do. They differed in their positions in the network, but they had equal influence on the confidence of their neighbours. However, in reality, bots might be perceived differently from humans. A human might doubt the authenticity of a message and be influenced by it less in their confidence as they would if the message had been spread by a human. To model this possibility, we also ran the simulations with an additional bot influence factor $b$ in $[0, 1]$. When an agent counts its neighbours of the same ($n_s$) or opposite opinion ($n_o$), we now add $b$ if this neighbour is a bot and, as before, 1 if it is a human. In other words, when $b = 0.5$, a human is influenced half as much by a bot as by a human. Again, we ran 1000 simulations for varying values of $b$ (0.25, 0.5, 0.75) and $m$ ($m = 1, ..., 10$). Bots were added using the preferential attachment method.

![Figure 8. Influence of bots with varying bot influence factor $b$ (using preferential attachment).](image)

Curves are Loess smoothers (span = 0.75) fit to the empirical probabilities to highlight the
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trend. Grey areas around the curves are 95% confidence intervals. Straight dashed lines indicate the 50% baseline probability.

As expected, bots in scenarios with a lower bot influence factor at the individual level also have less influence on the final group-level outcome (see Figure 8). However, the effect of a few bots is still quite large: if 10% of agents are bots, the bots’ opinion dominates in 75% of cases even when the influence of a bot is only one fourth of that of a human. What is even more surprising is the observation that the density of the network has different effects depending on the bot influence factor. For a low value of \( b (b = 0.25) \), sparse networks \((m = 1)\) are more susceptible to bot influence. However, for a high bot influence factor \((b = 0.75)\), dense networks \((m = 10)\) are more vulnerable to bots. In other words, (P5) simplistic bots are more successful in sparse networks, while realistic, human-like bots benefit from highly connected networks. Finally, by judging the relative importance of all four studied variables, we can conclude that (P6) the influence of bots depends much more on their number and their degree of sophistication than on the structure of the network or their position in it.

Overall, the results show the theoretical potential for the application of automated bot accounts in the opinion formation process online. Through the addition of bots, the balance of the opinion expression tendency was influenced by the bots’ opinion tendency in every scenario, regardless of the mechanism with which the bot accounts were linked to existing nodes. The results were affected by the degree to which each individual bot affected its neighbouring human users, but even when they were perceived as much less credible than humans, they still had a considerable influence on the outcome. This finding underlines the notion that in practice bots can sway public opinion – or the expression thereof – in one way or another. The conjunction of the mechanisms of astroturfing and the spiral of silence, which makes perfect sense in theory, is also apparent when simulating the alleged mechanism through an ABM.
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While the findings do not show that social bots have an influence on the actual opinion, they may have a normative social influence on the tendency to express one's opinion. As Munger (2016) showed, messages sent by social bots can influence the willingness to speak about a topic or use certain words. While in his study the bots directly addressed individual users, it is easy to see this effect carrying over to a broader audience in a social network as simulated in the current paper. In a scenario where a discussion takes place e.g. on Facebook or Twitter and social bots take one side of an argument, actors with the opposite opinion may be less likely to express their own because they perceive an opinion climate – distorted by the artificial opinions of the social bots – contrary to their own.

Implications

The findings discussed above have several important implications for research in Information Systems. In carrying out the first two research steps of developing and validating the model, this paper contributes to the study of human communication, particularly online. It extends the literature on the spiral of silence theory with an explicit model of the process, while building on and refining previous attempts to do so. This model makes it possible to observe the bridge from individual to group behaviour and observe the “spiral” in the spiral of silence (see Matthes, 2015). The information systems discipline is uniquely suited to explore this bridge especially in the context of social media networks. As Lee (2001) put it, “research in the information systems field examines more than just the technological system, or just the social system, or even the two side by side; in addition, it investigates the phenomena that emerge when the two interact” (p. iii). The broader research question to ask in IS is, therefore: How does information technology-mediated communication affect the emergence of the spiral of silence?

In terms of theoretical implications for spiral of silence research, the present work not only corroborates the propositions on the spiralling process from the original theory but also offers insights into how the density of a network accelerates or slows down the spiralling
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process. Employing a network-based environment, the present work underlines the importance of network characteristics when it comes to observing the dynamic process within the spiral of silence theory.

By addressing the main question of how likely social bots are to influence public opinion formation, this paper further contributes to the growing field of research into the relationship between information systems and social bots and, more generally, the manipulation of online opinion formation. It describes a plausible mechanism of manipulation on the basis of an established theory of opinion formation. While most of the current research on this field has either focused on testing various techniques to identify social bots (e.g., Subrahmanian et al., 2016) or on describing the behaviour of these bots (e.g., Hegelich & Janetzko, 2016), our findings demonstrate the eligibility of these approaches and links their mode of action to mechanisms described by the spiral of silence theory. Moreover, IS research studies the effects of the Internet on political campaigns and elections (Wattal et al., 2010). Given the potential impact of social bots demonstrated by the present simulation, it becomes clear that their existence can considerably undermine democratic processes (e.g., inhibit the free exchange of opinions). IS research needs to consider how technology helps defend freedom of expression or endangers it (Rowe, 2018), and we hope that our work can contribute to this debate.

In terms of implications for future research, we conceptualised human interactions as a network and our findings partially reproduced results from related models of the spiral of silence that did not use a network model, further supporting those results. However, in the network model, there are central actors which may greatly influence the opinion climate, and thereby the final consensus adopted. This distinguishes our model from previous spatial models of the spiral of silence. In the analysis of bots, the network model allowed us to conclude that the influence of the bots depends on their position in the network and the density of the network. Bots were slightly more powerful when attached to popular users, and usually more powerful in dense networks. In the future, this network approach to agent-based
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modelling can be used to examine other opinion formation processes in an IS context by modelling different actors than social bots. For example, this approach could be used to study the effects of organisational structure on opinion formation.

The spiral of silence theory is new in information systems research. It explains normative social influence, one of the major causes of subjective peer pressures. In the future, this theory can be applied in many other IS-related contexts influenced by social norms, including technology adoption decisions. Finally, in future research the simulation approach could be combined with Big Data Analytics (Müller et al., 2016) by simulating the spiral of silence in several real-world scenarios gathered from social media. The model could also be extended by incorporating other theories on public opinion formation, such as those pertaining to the influence of exogenous events.

In terms of practical implications, organisations will be interested in these findings because people rely on social media to form decisions, for instance, to purchase certain products, to consult particular physicians or to vote for specific political candidates (Metzger et al., 2010; Goh et al., 2013; Matook et al., 2015). If online endorsements are created by bots, and the human users do not recognise the bots, this decision-making process is impaired. Similarly, data gathered from social media can be used to predict variables such as firm equity and the results of votes (Luo et al., 2013; Stieglitz, Meske, et al., 2018), which means that manipulations of online opinion could have serious negative consequences for businesses.

Not all bots are malicious, however, and social media users might accept the danger of their opinion being influenced if the bot offers useful features such as reducing information overload by summarising information. Ethical guidelines will need to be developed to address the trade-off between these conflicting goals. If we accept that bots will become part of the social media landscape, how can we ensure that their influence is transparent, and that users know who controls them? Whose responsibility is it to ensure this, and to detect bots? Who should have the right to distinguish between a helpful bot that facilitates civic education and a harmful one that spreads propaganda (Stieglitz et al., 2017), and to decide which bots should
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be deleted? Which political actors should be allowed to advertise on social media? Our findings should further alert the field of internet policy and governance as well as the managers of social media platforms to develop accurate ways to detect and quickly delete social bots. The enforcement of guidelines, such as requiring bot profiles to be clearly labelled as such, also poses technical challenges. Methods from natural language processing, social network analysis, and other fields will need to be combined to build effective systems that minimise the danger of the manipulation of public opinion without censoring legitimate political voices. At the same time, there also needs to be an open discussion about whether this solution is at all promising. It might equally be argued that privately owned businesses such as Facebook, or even the state, should not intervene, and that it is more important for citizens, voters and consumers to develop the media literacy that allows them to decide for themselves who to trust.

Limitations

Of course, the limitations of the spiral of silence theory apply equally to our model. The spiral of silence is limited to modelling normative social influence. Accordingly, the actors in our agent-based model do not change their underlying opinions but only their willingness to express these opinions.

As with any model, the present approach makes simplifying assumptions on the structure of the network. Ties in the network represent local “real-life” relationships based on physical proximity as well as far-reaching connections that are common in social media. Two agents are connected if they are expected to be able to influence each other’s decision-making somehow. Future research could consider how different types of connections influence the spiral of silence, e.g., directed edges that represent unidirectional influences.

In addition, our model makes the assumption that the reference groups that influence opinion formation stay roughly the same for the duration of the opinion formation process. Given that some political debates last decades or longer, this assumption could be relaxed in
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future research by modelling dynamic graphs where edges and nodes are deleted and added over time. In reality, people seek out new connections to like-minded individuals (McPherson et al., 2001), and occasionally sever existing ties, for example if their opinions differ (Noel & Nyhan, 2011; John & Dvir-Gvirsman, 2015). Future research could consider how these dynamics affect the spiralling process, and how, together with the spiral of silence, they may lead to the development of “filter bubbles” or “echo chambers”, in which individuals are exposed to online network environments that merely reinforce but do not challenge their viewpoints on issues (Flaxman & Rao, 2016).

The results on social bots likewise depend on several assumptions. Importantly, we only consider bots that attempt to influence public opinion and who are not immediately recognisable to humans as non-human agents. However, users of social media face an overload of information (Maier et al., 2015), and resort to heuristics to evaluate the credibility of information (Metzger et al., 2010). Previous research suggested that misinformation (as given by manipulated entities such as social bots) can influence people’s cognitions even when the information or its source has been discredited or debunked (Lewandowsky et al., 2012). Thus, the effects of social bots can be detrimental, even when they are identified as artificial actors. Additionally, we considered the case where exactly half the population is of one opinion, while the other half is of the opposite opinion. This is an adequate model for many real-world scenarios, especially elections with two major candidates and polarising decisions such as the Brexit referendum, but there are other situations in which a much smaller proportion of people supports one of the two sides. Future research should analyse these cases.

Empirical studies estimate that 9–15% of Twitter accounts are bots (Chu et al., 2012; Varol et al., 2017), and according to our simulations, it only takes 2–4% of human-like social bots to sway the opinion climate in two out of three cases. While these numbers pointing to the theoretical efficacy of social bots might appear alarming, it has to be considered that not all bots act this similarly to humans on social media, at least not yet. The more human-like
ARE SOCIAL BOTS A REAL THREAT?
they act, the better they can persuade human users or at least have an impact on perceptions of the public opinion. Against this backdrop, it is possible and even likely that bots will be able to influence opinion formation online if they continue to improve and succeed in imitating humans.

Conclusion

We conceptualised the spiral of silence as a complex adaptive system and modelled it using agent-based modelling. The results indicate that the increase in connectedness between individuals caused by modern information technology, including social media, may further contribute to the marginalisation of minority opinions. These results are consistent with previous theoretical considerations and empirical findings, which lends support to the validity of our model.

Using this model, we examined the influence of social bots from a theoretical perspective. A relatively small number of bots was sufficient to sway the opinion climate in the direction of the opinion supported by the bots, triggering a spiral of silence process that ultimately led to the bot opinion becoming accepted as the perceived majority opinion. Overall, this work successfully demonstrated the applicability of agent-based models to the spiral of silence and its relevance in conjunction with the current topic of social bots, effectively expanding existing research on all three relevant fields.
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