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**ABSTRACT**

In this paper, we focus on semantic interest modeling and present SIMT as a toolkit that harnesses the semantic information to effectively generate user interest models and compute their similarities. SIMT follows a mixed-method approach that combines unsupervised keyword extraction algorithms, knowledge bases, and word embedding techniques to address the semantic issues in the interest modeling task.
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1 INTRODUCTION

Semantics-aware content representation is crucial for the success of adaptive and personalized systems, such as recommender systems [15]. In this paper, we apply semantics in the user interest modeling task and present a Semantic Interest Modeling Toolkit (SIMT) for the effective generation and similarity computation of interest models, based on semantic information. Inspired by the fact that an interest is often a well-defined concept (article) in Wikipedia, we introduce a method of interest modeling that mixes unsupervised keyword extraction algorithms and Wikipedia as a knowledge base to generate semantically-enriched interest models. Moreover, we propose new similarity measures that leverage Wikipedia and word embedding techniques to address the semantic issues in the computation of similarity between interest models.

In the demo, we will show how SIMT has been leveraged in the transparent recommendation and interest modeling application (RIMA) to infer interest models of researchers based on their publications extracted from Semantic Scholar and use the inferred interest models to provide personalized recommendations of tweets.

2 RELATED WORK

2.1 Interest Model Generation

Different text mining techniques have been used to generate user interest models. These include text classification [13, 25, 32], named-entity recognition [17, 26], and keyphrase extraction, which is widely used to generate interest models from text-based and social media data [2, 11]. In this work we focus on keyphrase extraction methods. The existing approaches can be categorized based on the type of the method (e.g., supervised, unsupervised) used to generate interest keyphrases/keywords [29]. In supervised approaches, classification algorithms are commonly used to allocate users to predefined interest classes based on their data [27]. Even though supervised approaches are relatively simple and easy to apply, they are domain-dependent and limited in identifying only predefined interests which were used to train the prediction model.

Unsupervised approaches, on the other hand, are not dependent on any predefined prediction model. Thus, they can generate a more diverse set of user interests. Unsupervised keyword extraction approaches can be further divided into statistical-based (e.g., LDA [16, 26], TF-IDF [31], Rake [28], YAKE! [8] and graph-based approaches (e.g., TextRank [19], PageRank [22], SingleRank [34], TopicalPageRank [14], TopicRank [7], MultipartitieRank [6], PositionRank [9]).

These supervised and unsupervised approaches, however, do not consider the semantic issues during the keyword extraction phase. In order to address this issue, some research works incorporated knowledge bases such as DBpedia [24], Freebase [36], Linked Open Data (LOD) cloud [1], YAGO [30], and Wikipedia [4, 12, 17, 18, 21, 33] to infer user interest models. Our approach for interest model generation goes beyond existing works by mixing unsupervised keyword extraction algorithms and Wikipedia as a knowledge base to generate semantically-enriched domain-independent user interest models.
2.2 Interest Model Similarity

To the best of our knowledge, there are no research works that focus on finding semantic similarity between interest models. However, semantic similarity has been introduced and applied by many researchers in the NLP community through (a) knowledge-based algorithms and (b) corpus-based algorithms. Knowledge-based similarity algorithms focus on identifying the degree of similarity between words using information derived from semantic networks [10]. For example, the Wiki-Link Measure (WLM) uses the Wikipedia’s hyperlink structure rather than its category or text content to compute the similarity between words/concepts [30, 35].

Corpus-based algorithms compute similarity between words by using large corpora. Thereby, semantic representations of the words are needed. Word embeddings represent a corpus-based semantic representation method which has been widely used in various NLP applications [3, 20]. Examples of word embedding techniques include Word2Vec [20], GloVe [23], and FastText [5].

In our work, we apply word embedding methods to represent the generated interest models. Also, since we are generating the interest model using Wikipedia, we propose another semantic method based on the Wiki-Link Measure (WLM). Based on these two methods, we can use the cosine measure to calculate the similarity between interest models.

3 SEMANTIC INTEREST MODELING TOOLKIT

The Semantic Interest Modeling Toolkit (SIMT)\(^1\)\(^2\) aims at using the semantic information to effectively generate interest models and compute their similarities. SIMT consists of two main components, namely ‘Interest Model Generation’ and ‘Semantic Interest Model Similarity’. These components are developed as RESTful APIs allowing them to be easily used by any personalized system that requires semantic user interest modeling.

3.1 Interest Model Generation

This component is responsible for generating a user’s interest model. It contains two sub-components: ‘Keyword Extractor’ and ‘Semantic Enrichment’. The ‘Keyword Extractor’ sub-component is responsible for extracting candidate interest keywords from the user-generated textual content (e.g. social media posts, research publications) using various unsupervised keyword extraction algorithms including TextRank, SingleRank, TopicRank, TopicalPageRank, PositionRank, MultipartitieRak, Rake, and YAKE!\(^3\). These algorithms are employed from three different open-source python libraries for keyword extraction, namely pke\(^4\), yake\(^5\), and rake-ntlk\(^6\). The ‘Semantic Enrichment’ sub-component leverages semantic information from Wikipedia to generate the user’s interest model based on the candidate interest keywords generated from the ‘Keyword Extractor’ sub-component. Leveraging Wikipedia to infer interest models has the potential to address different semantic-related issues: (a) synonym interests can be merged (b) acronym interests can be reduced, and (c) noise coming from non-relevant keywords can be filtered out. As a result, Wikipedia-based interest models would be more representative and more accurate than keyword-based ones [21]. Moreover, enriching an interest model with Wikipedia categories might lead to unexpected but still relevant interests, which can be important to achieve serendipity in recommender systems. The three main steps of the interest model generation process are described below:

**Keyword-based Interest Model**

1. Use different preprocessing techniques, such as data cleaning, transformation, reduction, and integration to prepare the data (textual content) for keyword extraction
2. Apply an unsupervised keyword extraction algorithm on the preprocessed data to get candidate interest keywords
3. Merge extracted keywords and assign them a weight based on their occurrences. Afterwards, normalize the weights to generate a keyword-based interest model of the user

**Wikipedia-based Interest Model**

4. Leverage Wikipedia as a lexical knowledge base to map the candidate interest keywords to their linked Wikipedia articles. That is, if there exists a Wikipedia article for the keyword, then the article’s title is added to the Wikipedia-based interest model, otherwise the keyword is discarded
5. Identify redirected keywords, which do not have their own Wikipedia articles but they are linked to some other articles. Then, merge the weights of all the keywords redirecting to the same Wikipedia article in order to improve the Wikipedia-based interest model by reducing redundancy
6. Normalize the weights of the Wikipedia-based interest model

**Wikipedia Category-based Interest Model**

7. Select the top three interests in the Wikipedia-based interest model
8. Generate a Wikipedia category-based interest model of the user using the categories of the selected top three interests from the Wikipedia-based interest model

Following the steps of the interest model generation process, keyword-based and Wikipedia-based interest models for one author were generated based on his research publications in the last five years. By comparing the keyword-based interest model (Figure 1) and the Wikipedia-based interest model (Figure 2), it can be observed that: (a) synonym interests are merged: learning and learning process are merged to Learning, peer assessment and peer assessment process are combined under Peer assessment, (b) acronym interests are reduced: moocs is replaced with Massive open online course, and (c) less interesting keywords are removed: keywords having no linked Wikipedia articles are discarded, e.g. educational data sets.

3.2 Semantic Interest Model Similarity

This component is responsible for calculating semantic similarity scores between two interest models. The first step in calculating the similarity is to generate a vector representation of both models. Afterwards, the similarity is calculated by applying cosine similarity to the two interest model vectors. SIMT computes the semantic

\(^1\)An open-source implementation of SIMT is available at https://github.com/ude-soco/RIMA
\(^2\)https://github.com/boudinfl/pke
\(^3\)https://pypi.org/project/yake/
\(^4\)https://pypi.org/project/rake-ntlk/
similarity of interest models using two different approaches, namely Wikipedia-based Measure and Word Embedding-based Measure.

Wikipedia-based Measure. This approach uses the Bag-of-Words (BoW) technique together with the Wiki-Link Measure (WLM) described in [35] to first generate vector representations of two interest models and then compute the cosine similarity between the two vectors, as shown in Figure 3. The steps to compute the semantic similarity between two interest models using the Wikipedia-based Measure are described below:

1. Load a GloVe pre-trained word embedding model.
2. Collect all interests from an interest model along with their respective weights. If an interest is a keyphrase, split it into keywords.
3. Use GloVe to create an interest embedding for each interest. If an interest is a keyphrase, take the average of the interest embeddings of each keyword in the keyphrase.
4. Compute the interest model embedding as the weighted average value of all the interest embeddings.
5. Calculate the cosine similarity between the two interest model embeddings.

4 CONCLUSION AND FUTURE WORK

In this demo paper, we presented a Semantic Interest Modeling Toolkit (SIMT) that harnesses the semantic information based on Wikipedia and word embedding techniques for the effective generation and similarity computation of interest models. As future work, we will conduct experiments to compare our approach with traditional keyphrase extraction and similarity computation approaches in the interest modeling task. Further, we plan to consider and evaluate other embedding techniques such as BERT and ELMo to compute the semantic similarity between user interest models.
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