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Ubersicht: Der Entwurf eines Fuzzy-Systems fiir komplexe, zeitvariante und/oder nicht-
lineare Regelstrecken basiert im allgemeinen auf linguistischen Regeln (Produktionsre-
geln, Bedingungs—Aktionsregeln). Diese Regeln reprasentieren das Wissen iiber den Pro-
zefl und die Erfahrung eines mit dem Prozefl beschiftigten Experten. Hierbei stellt die
Wissensakquisition einen sehr zeitaufwendigen Prozefl dar, weil Experten typischerwei-
se ihre Entscheidungsfindung nicht in irgendeiner formalen Art strukturieren. Sie ha-
ben grofie Schwierigkeiten, die Schluifolgerungsschritte, die sie durchfithren, zu isolieren
und zu beschreiben. Einen Ansatz liefert die Darstellung der Algorithmen mit Hilfe von
WENN...DANN...—Regeln. Dieser wissensbasierte Formalismus stellt auf der einen Sei-
te eine leicht nachvollziehbare und tibersichtliche Beschreibung der Wirkzusammenhénge
dar. Jedoch entzieht sich diese Beschreibungsform auf der anderen Seite der Anwendung
von bekannten analytischen Vertahren zur Analyse und Synthese von dynamischen Sy-
stemen. Im Rahmen dieses Forschungsberichts wird eine Moglichkeit aufgezeigt, wie aus
einer regelbasierten Beschreibungsform eine analytische Darstellung fiir ein Fuzzy—System
mit Ausnahme von wenigen Singularitdten fiir den gesamten Definitionsbereich gefunden

werden kann.
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NOMENKLATUR 11
Nomenklatur
A scharfe / unscharfe Menge A
A={z]...} A ist die Menge aller z fiir die gilt ...
ac A a ist ein Element der Menge A
a ist kein Element der Menge A

2y pal@i) [ @
Uy ﬂAJ(l'i) / Lq

Funktionen

Regelabweichung

Zeitliche Anderung der Regelabweichung
Integral der Regelabweichung
Flacheninhalt

Antriebskraft

Nenn—Antriebskraft

Reibkraft

Normierungstaktor

Reibkraftbeiwert

Zeitargument (diskrete Betrachtung)
Fahrzeugmasse

Fuzzy—Menge negativ

Anzahl der Eingangsgrofien

Fuzzy—Menge positiv

Flachenschwerpunkt

Zeitkonstante

Zeitargument (kontinuierliche Betrachtung)
Fahrzeuggeschwindigkeit in a—Richtung
Fithrungsgrofie

Variable

Variable mit beidseitig beschranktem Wertebereich
Regelgrofie

Erfillltheitsgrad einer Regel
Zugehorigkeitsfunktion zur Menge A
Zugehorigkeitsgrad des Elementes  zur Menge A
Definitionsbereich, Wertebereich

leere Menge

abgeschlossenes Einheitsintervall
abgeschlossener Wertebereich

unscharfe Menge A

Vereinigungsmenge der n Zugehéorigkeitsfunktionen
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VeeX ... firjedes x aus der Menge X gilt : ...

= daraus folgt (einseitig); allgemeingiiltige Implikationsbeziehung
A =B Implikation (WENN...DANN...Regel)

min {...} Funktion zur Bestimmung des Minimalwertes
max {...} Funktion zur Bestimmung des Maximalwertes
Indizierung:

a Antrieb

e Regelabweichung

Ae zeitliche Anderung der Regelabweichung

7, J Laufindizes

N Negativ

n Normierte Gréfien

P Positiv

R Reibkraft

U Stellgrofie

0 Arbeitspunkt

1,2, 3 Zéhlindizes
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1 Einleitung

Der Entwurf eines Fuzzy—Reglers oder eines Fuzzy—Modells (Fuzzy—Systems) fiir kom-
plexe, zeitvariante und/oder nichtlineare dynamische Systeme basiert im allgemeinen auf
linguistisch formulierten Regeln (Produktionsregeln). Diese Regeln reprisentieren nur teil-
weise das Wissen {iber den Prozel und die Erfahrung eines mit dem Prozefl beschéaftig-
ten Experten, der diesen nach heuristischen Gesichtspunkten erfolgreich steuert und an-
gemessene SchluBfolgerungen zieht (Zadeh 1973). Produktionsregeln werden manchmal
auch Bedingungs—Aktions—Regeln oder Situations—Aktions—Regeln genannt. Thr Nutzen
in der Systemtheorie liegt in der Moglichkeit, empirische Assoziationen zwischen Daten
darzustellen und Aktionen, die das System als Konsequenz ausfithren soll, zu beschreiben
(Jackson 1987). Die Heuristik ist eine Methode, um bei unvollstandiger Information neue
Erkenntnisse zu gewinnen (Herden und Hein 1990). Mit der heuristischen Beschreibung
iiber Produktionsregeln kénnen Situationen, die vom mathematischen Standpunkt aus —
Beschreibung tiber Differential- und/oder Differenzengleichungen — (axiomatische Sy-
stemanalyse, analytische Beschreibung) fiir eine geschlossene Losung zu kompliziert sind
oder fiir die noch keine geschlossene Lésung bekannt ist, tibersichtlich erfafit und beschrie-
ben werden. Die qualitativen Informationen lassen sich durch linguistische Variablen und
Regeln mathematisch beschreiben und stehen dann einer Auswertung mit Hilfe eines Pro-
zessors zur Verfiigung. Die Werte der linguistischen Variablen sind {iber Fuzzy—Mengen
und entsprechende Zugehorigkeitsfunktionen definiert. Mit zunehmenden Informationen
und notwendigen Erfahrungen iiber einen ProzeB, die fiir die Steuerung und Regelung
verwendet werden, vergrofert sich ebenfalls die Regelbasis. Parallel zur Zunahme der An-
zahl an linguistischen Regeln steigt die Detailkenntnis und die Rechenzeit fiir eine on line
Abarbeitung der linguistischen Regelbasis zur Regelung oder Steuerung des Systems. Das
Problem der Rechenzeit kann je nach Anwendungsfall durch eine on line Abarbeitung
einer der Regelbasis dquivalenten einfacheren Struktur, einer off line Auswertung der Re-
gelbasis oder durch eine Kombination beider Verfahren zur Stellgroflengenerierung gelst

werden.

Die Darstellung der Algorithmen fiir Fuzzy—Systeme mit Hilfe von linguistischen WENN. ..
DANN...—Regeln stellt auf der einen Seite eine leicht nachvollziehbare und tibersichtliche
Beschreibung der Wirkzusammenhénge zwischen den Eingangs— und Ausgangsgréfien dar.
Diese Beschreibungsform wird regelbasierte Darstellung von funktionalen Abhéngigkeiten
genannt. Jedoch entzieht sich diese Darstellungsform auf der anderen Seite der Anwen-
dung von bekannten analytischen Verfahren zur Analyse und Synthese von dynamischen
Systemen, da die linguistischen Bedingungs—Aktions—Regeln nicht als geschlossene Be-
schreibung im Sinne einer funktionalen analytischen Eingangs—Ausgangsbeziehung mit
analytischen Figenschaften dargestellt werden kénnen. Unter analytischen Verfahren sind
Methoden zusammengefafit, zu deren Anwendung und Auswertung auf analytische Funk-
tionen (Bronstein und Semendjajew 1985: 370) zuriickgegriffen wird. So erfolgt beispiels-

weise bei der analytischen Optimierung die Losung des Extremwertproblems tiber die
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Auswertung der notwendigen und der hinreichenden Bedingungen. Bei der analytischen
Optimierung muf} die Zielfunktion explizit als Funktion der Entwurfsparameter vorlie-
gen und dartiber hinaus auch Bedingungen hinsichtlich ihrer Differenzierbarkeit und Ste-
tigkeit erfiillen. Die analytische Funktion zur Beschreibung des linguistisch formulierten
Fuzzy—Systems bietet einen Ansatz, um eine Briicke von Fuzzy—Systemen zu Analyti-
schen Systemen (Schwarz 1991) zu schlagen. Unter einer analytischen Darstellung einer
funktionalen Abhéngigkeit zwischen Gréflen ist die Beschreibungsform zu verstehen, die
die GroBen durch Gleichungen einander zuordnen (Smirnow 1973). Die Grofilen werden in
den Gleichungen verschiedenen mathematischen Rechenoperationen (Addition, Subtrak-
tion, Multiplikation, Division, Logarithmieren, ...) unterworfen. Kann eine analytische
Darstellungsform fiir regelbasierte Fuzzy—Systeme gefunden werden, dann bietet diese die
Méglichkeit, die fiir Analytische Systeme bekannten Analyse— (Untersuchung der Erreich-
barkeit, Beobachtbarkeit, Steuerbarkeit, . .. ) und Syntheseverfahren (Linearisierung durch
Zustandsriickfithrung, Folgeregelung, Storsignalentkopplung, ... ) auf Fuzzy—Systeme zu

iibertragen.

Im Rahmen dieses Forschungsberichts wird eine Méglichkeit aufgezeigt, wie aus einer
Beschreibung eines Algorithmus mit WENN...DANN...—Regeln (linguistische Beschrei-
bungsform) eine funktionale Darstellung fiir ein Fuzzy—System bestimmt werden kann,
die bis auf einige Singularitdten eine analytische Funktion {iber dem Definitionsbereich
ist. Zunéchst wird in Abschnitt 2 der Unterschied zwischen einer off line und einer on line
Regelabarbeitung bezogen auf die Regelungsaufgabe und die damit verbundenen Schwie-
rigkeiten fiir die Darstellung des Algorithmus in einer analytischen Form erlautert. Hervor-
zuheben sind hier die Minimum—und die Maximumoperation bei der Inferenzbildung nach
Mamdani (Lee 1990). In Abschnitt 3 werden fiir den Minimum— und den Maximumope-
rator sowie fiir die FKingangsgréflenbeschréankung Funktionen hergeleitet, die in Abschnitt
4 an einem einfachen Beispiel ausgewertet werden. Die funktionalen Beschreibungsfor-
men fiir den Minimum—, den Maximumoperator und die Eingangsgréflenbeschrénkung
ermoglichen die sequentielle Abarbeitung der Fuzzyfizierung, der Inferenzbildung und der
Defuzzyfizierung durch einen mathematischen Ausdruck, der eine funktionale Beziehung
zwischen den gemessenen Eingangsgrofien und der scharfen Stellgréfie darstellt, zu erset-
zen. Fine Zusammenfassung und ein Ausblick in Abschnitt 5 schlieflen den Forschungs-
bericht.
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2 Off line und on line Regelabarbeitung

2.1 Off line Aggregation der Regelbasis

Den Rechenzeitproblemen bei der on line Auswertung der linguistischen Regelbasis eines
Fuzzy—Systems kann durch eine off line Abarbeitung der linguistischen WENN...DANN...—
Regeln, die ein Kennfeld fiir den Algorithmus liefert, begegnet werden. Bei der off line
Auswertung werden die Definitionsbereiche der beschrankten Eingangsgrofien des Fuzzy—
Systems in diskrete Intervalle unterteilt. Die Schrittweite der Diskretisierung orientiert
sich an dem speziellen physikalischen Problem und darf nicht zu grof§ gewé&hlt werden,
um ein System mit zu stark quantisierten Stellaktionen zu vermeiden. So ist eine Dis-
kretisierung mit sehr kleiner Schrittweite fiir die Definitionsbereiche der Fingangsgrofien
um den Nullpunkt fiir eine Festwertregelung von Vorteil, dagegen spricht fiir eine Folge-
regelung eine iiber dem gesamten Definitionsbereich gleichméfiige Diskretisierung. Damit
kann gewéhrleistet werden, daf} auf jede Regelabweichung eine individuelle Stellaktion
folgt. Anschlieflend kénnen fiir alle Kombinationen von diskreten Eingangsgréfen die Aus-
gangsgroBen des Fuzzy—Systems mit Hilfe der Fuzzyfizierung, der Inferenzbildung und
der Defuzzyfizierung berechnet werden. Dazu sind die physikalischen Systemeingangs-
groflen zundchst auf die linguistischen Variablen abzubilden (Fuzzyfizierung). Um die
MeBgréfen auf die Fuzzy—Mengen zu transformieren, werden Zugehorigkeitsfunktionen
definiert, die den Zugehorigkeitsgrad der physikalischen Grofle zur unscharfen Menge der

Fuzzy—Variablen angeben.

Uber die Verkniipfung der Fuzzy—Mengen fiir die Eingangsgrofien beispielsweise nach
der Methode nach Mamdani (Zadeh 1965, Zadeh 1973, Lee 1990, Bertram 1991, Preuf}
1992a und 1992b) — Minimum-Operator fiir eine UND—Verkniipfung (Implikation) und
Maximum—Operator fiir eine ODER—Verkniipfung (Komposition) — werden die lingui-
stischen Werte fiir die AusgangsgroBe berechnet (Inferenzbildung). Die Aggregation der
Regeln iiber die Implikation und die Komposition liefert fiir jede Ausgangsgréfie mehrere,
als Fuzzy—Mengen linguistisch definierte, Werte. Um jedoch ein physikalisches Stellglied
ansteuern zu kénnen, wird eine scharfe Stellgrofle als Ausgangsgrofie des Fuzzy—Systems
bendtigt, die die Gesamtzugehérigkeitsfunktion der unscharfen Ausgangsgrofie am besten
reprisentiert. Hierzu stehen verschiedene Defuzzyfizierungsmethoden (Bertram 1991) zur

Verfiigung.

Die Inferenzbildung und die Defuzzyfizierung stellen die rechenintensiven Schritte bei
der Ausgangsgrofiengenerierung mit Hilfe der Fuzzy—Logik dar. Die off line Abarbeitung
der Bedingungs—Aktions—Regelbasis liefert fiir n Eingangsgrofien und ein Ausgangsgrofie
(MISO-System) ein Kennfeld im (n 4 1) —dimensionalen Raum fiir die Ausgangsgrofie
des unscharf formulierten Systems, so daf fiir die Regelung oder die Simulation eines
dynamischen Systems mit Fuzzy—Logik nur noch das Kennfeld wéhrend der Automati-

sierungsaufgabe fiir die diskreten Eingangsgrofien zu jedem Zeitpunkt ausgelesen werden
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muf}. Um die Empfindlichkeit gegeniiber verdnderter Eingangsgrofien und damit die Giite
bei der Regelung und der Simulation mit Hilfe eines Kennfeldes zu erhéhen, kann bei
der Ausgangsgroflenbestimmung zwischen den Stiitzstellen des Kennfeldes linear oder be-
liebig nichtlinear interpoliert werden, um auch fiir diese Wertebereiche eine angepafite
Ausgangsgrofie zu ermitteln. Aufgrund der Verwendung von nichtlinearen Operatoren bei
der Inferenzbildung und der Defuzzyfizierung kann aus heutiger Sicht nicht unmittelbar
aus der Form der Zugehéorigkeitsfunktionen auf einen geeigneten Interpolationsalgorith-

mus geschlossen werden.

2.2 On line Aggregation der Regelbasis

Bei der on line Bestimmung der Ausgangsgréfle ist es nicht erforderlich, die Wertebe-
reiche der Eingangsgrofien zu diskretisieren, da zu jedem Abtastzeitpunkt fiir alle Mef-
grofen iiber die Zugehorigkeitsfunktionen der Eingangs— und der Ausgangsgréfien und
tiber die linguistische Regelbasis die Ausgangsgrofe generiert wird und die Zugehérig-
keitsfunktionen fiir die Eingangsgroflen abschnittsweise monotone Funktionen tiber dem
Definitionsbereich sind. Dadurch ist eine derartige Regelung im Vergleich zur Kennfeld-
regelung — trotz Interpolation zwischen den Kennfeldstiitzstellen — empfindlicher und
kommt dem linguistisch formulierten Algorithmus niher, da jede geringfiigige Anderung
der EingangsgroBen auch zu einer ebensolchen Anderung der Ausgangsgrofe in Abhangig-
keit von den linguistischen Regeln fithrt. Um die durch die Bedingungs—Aktions—Regeln
bestimmte Ausgangsgréfie mit Hilfe eines Kennfeldes zu berechnen, muf} eine nichtlineare
Interpolation héherer Ordnung gewdhlt werden. Eine Moglichkeit, die Rechenzeit auch
in diesem Fall zu reduzieren, bietet die mathematische Auswertung eines geschlossenen
Ausdruckes fiir die Ausgangsgréfienberechnung. Hier ist die geschlossene Darstellung als
funktionale Eingangs—Ausgangsbeziehung zu verstehen. In dieser Beziehung sind bezogen
auf die Regelungsaufgabe off line die méglichen Vereinfachungen durchgefithrt worden, so
daf die sequentielle Abarbeitung (Fuzzyfizierung, Inferenzbildung und Defuzzyfizierung)
des linguistischen Algorithmus verloren geht. Die so entstehende funktionale Beziehung
stellt einen analytischen Ausdruck in den Eingansgréfien und der Ausgangsgrofie mit
Ausnahme von wenigen Singularitdten iiber dem Definitionsbereich dar. Die analytische
Beschreibungsform zeigt eindeutig den Einfluf} jeder physikalischen Eingangsgrofie auf die
Berechnung der physikalischen Ausgangsgréfle. Diese stellt zudem eine Moglichkeit fiir
weitergehende Strukturuntersuchungen und —verbesserungen dar (Anwendung von ana-
lytischen Verfahren zur Fuzzy—System—Optimierung, Adaption, ...). Probleme bei dem
Aufstellen einer derartigen Funktion bereiten der Minimum-—und der Maximum—Operator
bei der Inferenzbildung nach Mamdani (Lee 1990). Die Verwendung von interaktiven Ope-
ratoren, wie die Produktbildung fiir die UND—Verkniipfung nach Larsen (Lee 1990) oder
die Summenbildung fiir eine ODER—Verkniipfung nach Mizumoto (1991) fithren nicht zu
den genannten Problemen, so daf} fiir diese Operatoren schon jetzt eine analytische Be-
schreibungsform in analoger Vorgehensweise zu der Darstellung in Abschnitt 4.3 fiir ein

Fuzzy—System gefunden werden kann.
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3 Funktionale Beschreibung der logischen Verkniip-

fungsoperatoren

In diesem Abschnitt werden erstmals analytische Beschreibungen fiir den Minimum— und
den Maximum— Operator als Voraussetzung fiir eine analytische Darstellung des Fuzzy—
Systems hergeleitet. Die Funktionen sind bis auf einige Singularitaten iber dem gesamten

Definitionsbereich analytisch.

3.1 Analytische Darstellung des MINIMUM-Operators

These:
min{ay; a2} = 0,5 (—|ay —aa|+ax1+22) V 2, €R A i=1,2
= 0,5 (—/(21 — 22)? + 21 + 22) (3.1)
= fla1, 22)
O
Beweis:
Fall 1: z; < =,
= min{zy; x2} = a4
fly, @9) = 0,5 (—\/(x1 —22)? + 21 + 29)
mit /(21 —22)? = a1 — a9 (3.2)
folgt flar, x2) = 0,5 (x1 — a2 + 21 + 2)
= 7
= min{xz; z} )
Fall 2: z; = z9
= min{zy; x2} = a1 = a3
flar, x2) = 0,5 (x1 + x2) (3.3)
= T1 = T2
= min{xz; z} \

Fall 3: z; > =,

Dieser Fall mufl nicht gesondert betrachtet werden, da die Funktion fiir

die Berechnung des Minimums symmetrisch ist. O
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3.2 Analytische Darstellung des MAXIMUM—Operators

These:
max{z;; 22} = 0,5 (log —ag]+a1+29) V 2, €R A i=1,2
= 0,5 (\/(x1 —22)* 4+ 21 + 22) (3.4)
= 9(9517 51?2)
O
Beweis:
Fall 1: z; < =,
= max{xy; ¥} = a3
g(xy, x2) = 0,5 (\/(x1 — 22)% + 1 + 23) (35)
mit (x1—a2)? = x3—m
folgt g(xy, x2) = 0,5 (x2— 21+ 21 + 22)
=
Fall 2: 2, = a5
= max{zy; x2} = a1 = 29
gz, x3) = 0,5 (21 + 23) (3.6)
Ty = X9
max{xy; xa} ,

Fall 3: z; > =,

Dieser Fall mufl nicht gesondert betrachtet werden, da die Funktion fiir

die Berechnung des Maximums symmetrisch ist. O

3.3 Analytische Darstellung der Eingangsgréfienbeschrankung

Die normierten Werte der physikalischen Eingangsgrofie z,, werden fiir die Regelaus-
wertung mit Hilfe der Fuzzy-Logik auf den Wertebereich [—1; 1] beschrankt. Fiir die
beziiglich des Definitionsbereichs beschrankte Eingangsgrofie i, des Fuzzy—Systems gilt:

Tp=194 T, v -1 < 2z, < 1 z,eR . (3.7)
1 A 1 < 2,

Eine analytische Funktion (mit Ausnahme von wenigen Singularititen ist die Funktion
analytisch fiir den Definitionsbereich) fiir die Beschrankung der Eingangsgrofie kann wie

folgt gefunden werden:
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These:

B, = = min{\/22;1} ¥ 2, €R\{0}

Beweis:

Fall 1: =z, < -1

Fall 22 —1 <z,

Fall 2a: -1 <z, <0

Fall 2b: 0 < z,

Fall 3: 1 <z,

und

Ty
o
h(as)
<1
Ln
h(z,) =
Ty,
min{y/22; 1}
Ty
h(aa)

_ Ln _ _
= :1;% 0,5( (/a2 —=1)2+ xi—l—l)

= -1

= L min{y/e2; 1}
\/g min

=1

= -1

= 1=, |

—1

T, = Tp ,
T, = T, ,
1

1

1

l==2,

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

a

Mit den analytischen Funktionen (mit Ausnahme von wenigen Singularitaten sind die
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Funktionen analytisch fiir den normierten Definitionsbereich) fiir den Minimum-—, den
Maximum—Operator und die Eingangsgrofenbeschrankung soll im weiteren anhand eines
Beispiels "Regelung des Abstandes von Fahrzeugen” im Abschnitt 4 gezeigt werden, wie
sich zum einen der rechnerische Aufwand durch eine off line Vereinfachung des Algorith-
mus bei einer on line Abarbeitung der Bedingungs—Aktions—Regeln mit dem Digitalrech-
ner reduziert und zum anderen die linguistische Beschreibung des Regelalgorithmus in
eine geschlossene Funktion, die bis auf wenige Singularitdten fiir den normierten Defini-

tionsbereich analytisch ist, fiir einen Fuzzy—Regler iiberfiihren 148t.
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4 Regelung des Abstandes von Fahrzeugen

4.1 Beschreibung der Regelstrecke

Ein Konzept fiir die Sicherheit auf den Straflen sorgt fiir die Einhaltung eines Sicherheits-
abstandes zwischen zwei Fahrzeugen. Ein Entfernungsmesser ermittelt nahezu verzoge-
rungsfrei die Distanz zwischen zwei einander folgenden Fahrzeugen. Der Sicherheitsab-
stand und die Spurgeschwindigkeit des zweiten Fahrzeugs stehen als Eingangsgréfien dem
Abstandsregler des zweiten Fahrzeugs zur Verfiigung. Die Geschwindigkeit des zweiten
Fahrzeugs wird durch einen Fahrtregler (Eingriff auf das Antriebsmoment des Fahrzeugs)
so geregelt — Beschleunigung und Verzoégerung —, dafl der Abstand zum Vorderfahrzeug
einen vorgegebenen Wert annimmt. Die Fuzzy—Logik bietet sich fiir die Frfassung dieser

Problemstellung an, da sie die Einschitzung von Situationen, wie etwa (Rebs 1991):

o ...der Abstand ist etwas zu groff und wird langsam grofer,

also muf} das Folgefahrzeug etwas beschleunigt werden,
oder

o ...der Abstand ist zu klein und wird schnell kleiner,

also muf} das Folgefahrzeug ziemlich stark abgebremst werden,

ermoglicht.

In Bild 4.1 ist eine mogliche Verkehrssituation gezeigt, bei der zwei spurgefithrte und
selbsttétig geregelte Fahrzeuge mit den Geschwindigkeiten vy beziehungsweise vy einan-
der folgen. Der Antrieb des zweiten Fahrzeugs wird durch einen nichlinearen Fahrtregler
(FPD-Regler := Fuzzy-Proportional-Differential-Regler) so gesteuert, dal der Abstand
y zum Vorderfahrzeug einem vorgegebenen Wert w folgt. Die Geschwindigkeit v, des
Fihrungsfahrzeugs kann als unabhangige Stérgrofie angenommen werden. Die zugehdrige
Differentialgleichung lautet
dy(?)

TR OO (4.1)

Der Vortriebsregler des Folgefahrzeugs wirkt {iber die Antriebskraft f, > 0 (Motor) oder
fa < 0 (Bremse). Der Antrieb reagiert gemafl der Modellgleichung

dfa(t)
=g

+ fa(t) = fou(t) (4.2)

verzdgert auf eine Anderung der MotorstellgroBe u. Dabei bezeichnet fy die sich bei der
Stellgréfle u = 1 einstellende Nenn—Antriebskraft. Die Bewegung des Folgefahrzeugs mit
der Masse my ist, abgesehen von der Vortriebskraft f,, von einer linear mit der Geschwin-

digkeit zunehmenden Reibungskraft abhéngig,

fr(t) = krvs(t) (4.3)
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2oy 19—

e (k) vi(t)
w(t) —=oeY L FPD|=l ~ [Z= acL——Z - y(1)

| — ()

Bild 4.1: Regelung des Abstandes zweier spurgefithrter Fahrzeuge
(a.) Verkehrssituation, b.) Blockschaltbild)

dvg(t)
dt

mo = fu(t) — krva(t) ; (4.4)
die quadratische Abhédngigkeit des Luftwiderstandes von der Fahrzeuggeschwindigkeit
bleibt unberiicksichtigt und die Fahrbahn wird als eben betrachtet.

Der Entwurf eines Fuzzy—Reglers erfolgt im allgemeinen durch das Aufstellen der lingui-
stischen WENN...DANN...—Regeln, die beispielsweise Informationen iiber die Eingangs-
grofen, die Regelabweichung e und die zeitliche Anderung der Regelabweichung Ae oder
auch das Integral der Regelabweichung [ e df verarbeiten sollen. Die Aufgabe besteht nun
zunachst darin, geeignete Eingangsgréofien mit den zugehdrigen Definitionsbereichen und
ein System von Kontrollregeln zu wéhlen, die den Ausgangsgréfien entsprechende Wer-
te zuweisen. Da die Simulation des Regelkreises auf einem Prozessor erfolgt, wird eine
zeitdiskrete Untersuchung gewéhlt. Die Regelabweichung e zu einem bestimmten Abtast-

zeitpunkt & berechnet sich somit durch

(k) = y(k) —w(k) . (4.5)

Fiir die zeitliche Anderung der Regelabweichung Ae gilt dementsprechend
Ae(k)=e(k) —e(k—1) . (4.6)

4.2 Beschreibung des Fuzzy—Reglers
Fuzzyfizierung

Als physikalische Eingangsgrofien fiir den Fuzzy—Regler sollen zunéchst die Regelabwei-
chung e und die zeitliche Anderung der Regelabweichung Ae verwendet werden. Dabei
werden beide Groflen durch eine Normierung und eine Wertebereichsbeschrankung auf das
Intervall [ —1; 1] abgebildet. Normierte Werte auflerhalb des Intervalls sind auf 1 (bei po-

sitiven Groflen) beziehungsweise auf —1 (bei negativen Grofen) beschrankt (Gleichung
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(3.7)). Fiir die beiden normierten und beschrankten Groflen, im folgenden als €, und Aé,
bezeichnet, erfolgt nun die Abbildung auf die beiden unscharfen Mengen P (positiv) und
N (negativ). Der Verlauf der Zugehorigkeitsfunktionen ist in Bild 4.2 dargestellt. Fiir sie
sind exemplarisch lineare Funktionen tiber den Wertebereich gewéhlt worden. Es sei an-
gemerkt, dafl fiir die Beschreibung der Fuzzy—Mengen jede aus analytischen Funktionen
zusammmengesetzte Funktion, gewéhlt werden kann. Zur Verdeutlichung wird im folgen-
den fiir die in Bild 4.3 aufgezeigte Zugehorigkeitsfunktion mit Hilfe des MINIMUM— und des
MAXIMUM-Operators eine analytische Funktion hergeleitet. Die Zugehdigkeitsfunktion py

setzt sich aus zwei linearen Funktionen b; und by (Bild 4.3) zusammen:

bi(z) = 241 ¥V z€eR

bo(z) = —a+1 (4.7)

pa(#,) = max{min{by(&,); by(,)}; 0}
Die aufgezeigte Idee soll an dieser Stelle nicht weiter verfolgt werden, da nur der Hinweis
auf eine mogliche Kombination von Funktionen mittels Minimum- und/oder Maximum-
operator zur Bildung von neuen Zugehorigkeitsfunktionen, die jedoch nicht mehr stetig
differenzierbar sind, gegeben werden sollte. Der normierte Defintionshereich wird jeweils

auf das Einheitsintervall abgebildet (Verwendung von normierten Fuzzy—Mengen).

a.) \ b.) -

N
1 1

t Y T— ?n t t T—
-1 [ 2, 1 i 1,

Bild 4.2: Zugehorigkeitsfunktionen der Eingangsgrofien a.) und der Ausgangsgrofie b.)

‘M

b, b,

Jo—

-1 I %
Bild 4.3: Herleitung einer analytischen Zugehorigkeitsfunktion

Die Zugehorigkeitsfunktionen des Beispiels (Bild 4.2) lauten fiir die normierte beschrankte

Regelabweichung é,,:
pep(k) = 0,5¢é,(k)+0,5
pen(k) = —0,5¢,(k) 40,5 (4.8)
= 1 — pep(k)
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und fiir die normierte beschrinkte zeitliche Anderung der Regelabweichung A¢,,:

,uAep(k) == 0,5Aén(k) —|—0,5
,uAeN(k) == —0,5Aén(k) —|—0,5 (49)
= 1 — pacp(k)

Regelbasis

Bei der Entwicklung der linguistischen Beschreibung des Problems ist es hilfreich, sich in
die Lage eines Autofahrers zu versetzen, der versucht, mit Hilfe eines Entfernungsmessers
einen bestimmten Abstand zu einem vorausfahrenden Fahrzeug einzuhalten. Auf diese

Art kénnen beispielsweise die folgenden heuristischen Erfahrungen gefunden werden:

e WENN der Abstand zu grof§ ist UND noch gréffer wird,
DANN beschleunigen ;

e WENN der Abstand zu grof§ ist UND schnell gréfier wird,
DANN stdrker beschleunigen ;

Entsprechendes gilt natiirlich auch fiir zu geringe Abstédnde. Damit kénnen die beiden fol-
genden Regeln zur grundsétzlichen Einhaltung des Sicherheitsabstandes von spurgefiihr-

ten Fahrzeugen aufgestellt werden (linguistische Darstellung des Regelalgorithmus):

o Regel 1:
WENN ¢, =P UND Aé,=P DANN u, =Py

Y

ODER

o Regel 2:
WENNé, =N UND A¢, =N DANN wu, =Ny

Y

wobei Py beziehungsweise Ny unscharfe Mengen fiir eine positive (Beschleunigung) be-

ziehungsweise negative Stellgrofie (Verzogerung) darstellen.
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Aggregation der Stellgréfle

Bei der Produkt-Inferenz—Methode nach Larsen (Lee 1990) (PRODUKT-Operator fiir ei-
ne UND—Verkniipfung und MAXIMUM-Operator fiir eine ODER—Verkniipfung) findet ei-
ne Gewichtung der einzelnen unscharfen Ausgangsgrofie statt, da jede Regel einen Bei-
trag in Form von einer Fuzzy—Menge der Ausgangsgrofe liefert. Als Gewichtungsfaktor
wird der Erfiilltheitsgrad (Bertram 1991) der jeweiligen Regel verwendet. Die Regelmen-
ge beschreibt den Algorithmus zur Einhaltung des Sicherheitsabstandes in Form von
zwei gleichberechtigten Relationen zwischen den Vorbedingungen (Pramissen) und den
Schluffolgerungen (Konklusionen). Die Inferenzbildung mit dem MAXIMUM—PRODUKT—
Operator nach Larsen beschreibt die Bestimmung der Zugehéorigkeitsfunktion fir die
Schlufolgerung jeder Regel (Implikation) tiber den PRODUKT-Operator und das Zu-
sammenfiigen der unscharfen AusgangsgroBen (Komposition) mit Hilfe des Maximum-—
Operators, dabei konnen die Partialprdmissen iiber nichtinteraktive (Minimum, Maxi-
mum, ... ) oder interaktive Operatoren (Produkt, algebraische Summe, ...) zum Erfiillt-
heitsgrad der Pramisse bei Konjunktion oder Disjunktion verkniipft werden. In der iiber-
wiegenden Zahl von praktischen Anwendungen der genannten Inferenzen werden sowohl
fiir die Auswertung der Partialpramissen bei Konjunktionen als auch fiir die Implikatio-
nen gleiche Operatoren verwendet. Entsprechendes gilt fiir die Auswertung der Partial-
pramissen bei Disjunktionen und dem Kompositionsoperator, die getroffene Vereinbarung
ist jedoch nicht zwingend. Werden die unscharfen Mengen Py und Ny der Ausgangs-
grofle graphisch dargestellt, dann spiegeln sich die Mengenverkniipfungen mit Hilfe der
Fuzzy-Logik in verschiedenen Fléchen fiir die unscharfe Ausgangsgréfie wider. Mit der
Berechnung des Schwerpunktes der Flache, die zwischen der Gesamtzugehérigkeitsfunkti-
on und der Abszisse liegt, und der anschlieenden Projektion des Schwerpunktes auf die
Abszisse wird eine scharfe Ausgangsgrofie zur Ansteuerung eines physikalischen Stellglie-
des berechnet, die die Gesamtfliche (unscharfe Ausgangsgrofie) sinnvoll beschreibt. Die
Defuzzyfizierung verwendet im Rahmen des Beispiels die erweiterte Schwerpunktmethode
als nichtlineare Defuzzyfizierung (Bertram 1991). Bei den Algorithmen fiir die Defuzzyfi-

zierung wird zwischen den linearen

u, (k) = Z s; Fi(k) (4.10)

up (k) = S ——— (4.11)

unterschieden (s; := Teilflichenschwerpunkte, F; := Teilflicheninhalte). Zur Herleitung
der analytischen Beschreibungsform fiir Fuzzy—Systeme wird an dieser Stelle nur das nicht-

lineare Verfahren zur Defuzzyfizierung untersucht. Die daraus gewonnenen Ergebnisse gel-
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ten dann auch fiir die lineare Defuzzyfizierung, da diese implizit in der nichtlinearen De-
fuzzyfizierung enthalten ist. Der Nachweis dieser Aussage ergibt sich aus der Betrachtung
des Zéahlers fiir die nichtlineare Defuzzyfizierung, dieser entspricht der linearen Defuzzyfi-
zierung.

4.3 Herleitung einer analytischen Eingangs—Ausgangsgroéflen-
beschreibungsform fiir ein Fuzzy—System

Die beschriebene sequentielle Abarbeitung eines Fuzzy—Systems (Fuzzyfizierung, Rege-
laggregation und Defuzzyfizierung) wird im weiteren auf einen analytischen Ausdruck
zurlickgefiihrt. Die Auswertung der Regelbasis mit der Methode nach Mamdani (Lee 1990)
fithrt auf die folgende Minimumbildung bei der Auswertung der UND—Verkniipfungen im
Rahmen der Bewertung der Pramissen und der anschliefenden Implikation fiir die beiden
Regeln unter Beriicksichtigung der Gleichungen (3.1) und (3.4):

o Regel 1:
ppr(k) = min{p.p(k); pace(k)} }
(4.12)
= 0,5 (_\/(,uep(k) — pacp(k))? 4 pep(k) + MAeP(k)) ;
o Regel 2:
pnv(k) = min{pn(k); paen(k)} } (4.13)
= 0.5 (=l (k) = pacn () + pon (K) + s (k)

Mit den Zugehorigkeitsgraden fiir die Fuzzy—Mengen Py (positiv) und Ny (negativ) der
Ausgangsgrofie lassen sich nun die Teilflichen fiir die erweiterte Schwerpunktmethode
zur nichtlinearen Defuzzyfizierung und dariiber die scharfe normierte Ausgangsgrofie u,

berechnen:

o Inferenzverfahren nach Mamdani und nichtlineare Defuzzyfizierung

Fxulk) = 2pnuk) (2= o (k) (1.11)
Fpo(k) = 2ppu(k) (2= ppo(k) (1.15)



4 Regelung des Abstandes von anrzeugen

2

wnlk) = S——
ZFz’(k)

—Fyu(k) 4+ Fpu(k)
Fyu(k) + Fpu(k) (4.16)

—2pnu (k) (2 = pru(k)) + 2ppu (k) (2 = ppo (k)
2unv (k) (2 = pxo (k) + 2pp0 (K) (2 — ppo (k)

_ —pwulk) (2 = pvu(k)) + ppo(k) (2 — ppu(k))
pnu (k) (2 = pvu (k) + ppu(k) (2 = ppo(k))

o Inferenzverfahren nach Larsen und nichtlineare Defuzzyfizierung

FNU(]C) = Z,UNU(k) (417)
FPU(]C) = Z,UPU(k) (418)

—Fnu(k) 4+ Fru(k
un(k) = FNU(Eﬁ))-I-—I—FPU(;C))

—2pnv(k) + 2ppu (k)
2unu (k) + 2ppu (k) (4.19)

—pnu(k) + ppu(k)
o (k) + ppu (k)

Die Berechnungen der Ausgangsgréfien nach Mamdani und Larsen zeigen, daf eine off line
Auswertung der Inferenzbildung und der Defuzzyfizierung im Sinne einer Vereinfachung
(die Anzahl der algebraischen Operationen wird kleiner) durch mathematische Umfor-
mungen immer anzustreben ist. Hierdurch kénnen unnétige mathematische Operationen
wahrend der sequentiellen Regelabarbeitung vermieden und die notwendige Rechenzeit fiir
den Algorithmus verkleinert werden. Die Vereinfachung des Algorithmus sollte jedoch an
letzter Stelle nach der Synthese des Fuzzy—Systems im Rahmen der Implementierung auf
einem Prozessor erfolgen, da bei jeder erneuten Anderung im Bereich der Zugehérigkeits-
funktionen und der Regelbasis im Rahmen der Entwicklung des Fuzzy—Systems die off line
Optimierung des Algorithmus wiederholt werden muf. Die Inferenzbildung nach Larsen
und die anschliefende nichtlineare Defuzzyfizierung mit Hilfe der erweiterten Flachen-
schwerpunktbildung liefert fiir die normierte physikalische Stellgrofle w,, den einfachsten

analytischen Ausdruck. An dieser Stelle mufl angemerkt werden, daf} die sich ergebenden
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Schnittflachen bei der Teilflichenschwerpunktbildung zur Berechnung des Gesamtflachen-
schwerpunkts doppelt beriicksichtigt werden. Dies fiihrt auf eine Auswertung mit gerin-
gerem numerischen Aufwand. Anhand der Funktion fir die Stellgréfenberechnung nach
Larsen wird im folgenden aufgezeigt, wie durch weitere mathematische Umformungen ei-
ne Funktion, die die physikalische Ausgangsgréfie in Abhéngigkeit von den physikalischen
und damit gemessenen EingangsgroBen berechnet und die bis auf einige Singularitaten fiir
den gesamten Defintionsbereich analytisch ist, entwickelt werden kann. Die Bestimmung
der analytischen Funktion fiir das Inferenzverfahren nach Mamdani kann in analoger Vor-
gehensweise durchgefiithrt werden. Mit den Gleichungen (4.12) und (4.20) zur Berechnung
der Zugehoérigkeitsgrade ppy und pyp der Ausgangsgrofle und den Beziehungen fiir die
Zugehorigkeitsgrade nach den Gleichungen (4.8) und (4.9) bestimmt sich die unscharfe
Ausgangsgrofe wie folgt (das Argument der Zeit k (zeitdiskrete Betrachtung) wird aus

Griinden der Ubersicht in den folgenden Gleichungen weggelassen):

w, = THNU Y PU (4.20)

UNU + pPU

—0, 5(_\/(N6N — paen)? + pen + fiaen) + 0, 5(_\/(,%13 — piaer)? + ptep + piaep)
0, 5(—\/(M6N — paen ) F pren + paen) + 0,5(—1/(per — pacr)? + pep + pacrp)

\/(,MeN — [AaeN )? — peN — piaeN — A/ (ftep — piaer)? + prep + fiacp

—\/(,MeN — [AeN )2 F ftenN F fiaen — \/(,ueP — piaer)? + prep + fiaep

(fteN — AN )? — fleN — AN — \/(1 —pen — 1+ paen)? +1 —pen+1—piacn

— v/ (peN — f1aenN)? F phen F fiaen — \/(1—,M6N— L4 paen)? +1—pen+1—piaen

—MeN T e 1
- feN — Haen F . (4.21)

—\/(,MeN — paen)?+1

In die Gleichung (4.21) kénnen nun die Ausdriicke fiir die Zugehorigkeitsgrade in Abhéngig-
keit von den physikalischen Mefigrolen — Gleichungen (4.8) und (4.9) — eingesetzt wer-
den:

—(=0,5¢,(k) +0,5) — (=0,5Aé, (k) +0,5) + 1
—J((=0,5¢,(k) +0,5) — (=0,5A¢,(k) +0,5))% + 1

En(k) + A& (k) (4.22)
2 —\/(—éulk) + A&, (k))?

= q(Cn(k), A&y (k)

un(k) =
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Die Anderung der Regelabweichung und die normierten Eingangsgrofen berechnen sich

zum Zeitpunkt k& wie folgt:

Ae(k) = e(k)—e(k— 1) (4.23)
eu(k) = K. e(k) (4.24)
Aéu(k) = Kao Ae(k) . (4.25)

Fiir den Fall, daB die normierten Eingangsgrofien schon im Einheitsintervall [—1; 1] lie-

gen, also die normierten und beschriankten Fingangsgréfien gleich sind:

(k) = enk) = Kue(k) (4.26)
Aéu(k) = Aen(k) = Kao(e(k) —e(k—1)) . (4.27)

berechnet sich die scharfe Stellgréfie zum Zeitpunkt k& wie folgt
en(k) + Ae, (k)

u,(k) =
R S NVRTATE
_ Kee(k) + Kac(e(k) —e(k—1))
2 — \J(—Kee(k) + Kac(e(k) — e(k —1)))?
_ are(k) + aze(k —1)
2 —/(bie(k) + bye(k — 1))? (4.28)
= q(e(k), e(k —1))
mit
aq = [X’e + [(Ae ’
s = —Kae .
by = —K.+Kx und
by = —Ka.

Es ist anzumerken, dafl in der iiberwiegenden Zahl von Anwendungen die normierten
Eingangsgrofen der Fuzzy-Systeme im offenen Intervall | — 1; 1] liegen. Fiir den Fall,
dafl die normierten Eingangsgrofien durch die Wertebereichsbegrenzung auf die Intervall-
grenzen abgebildet werden, kann die StellgroBengenerierung nicht unmittelbar durch die

Beziehung
un(k) = g1 (e(k), e(k 1)) (1.29)

berechnet werden. Hierfiir ist zusatzlich die analytische Funktion (3.8) aus Abschnitt 3.3
fiir die Eingangsgroflenbeschrankung anstelle der normierten und beschrankten Groéfien

¢, und Aé, zu verwenden:

3 0,5 e, (k)
én(k) = ———=|—\/(y(ealk))? = 1) +/(en(k))* + 1 (4.30)
y(€n(k))? ( ¢ )
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0,5 Ae,(k)

20l = Ra

(—¢( (Aen(k))? —1)2 4+ /(Aen(k))? + 1) . (4.31)
Daraus ergibt sich bis auf wenige Singularitaten die analytische Funktion iiber dem Defi-
nitionsbereich des Fuzzy—Reglers mit den beschrankten Eingangsgrofien Regelabweichung
¢, und zeitliche Anderung der Regelabweichung Aé,,:
én(k) + Aé,(k
unk) = — BT A (4.32)
2= f(=eulk) + Ao (k)

i = (et ([ N
() [(Mmy(¢(<aw 1)+<nw>+q+

05 Aen(k) [ 1) T .
(Aen(k))z( ﬂ (Aealb) = 1) +/(Aea(h) +1) .

[2 - [(—% (—ﬂ (en(k))? — 1)2 +Jlen(B)? + 1) +

0.5Aea(k) [ — Y — A%
7@%(@)2( ﬂ (Aen(k)) 1) +/(Ben () +1))
= qa(e(k), e(k—1)) . (4.33)

Eine weitere Umformung der Funktion fiir beschrankte Eingangsgréfien zur Berechnung
der funktionalen Eingangs—Ausgangsgréfenbeziehung soll an dieser Stelle nicht betrachtet
werden, da zum einen durch die Wahl der Normierungsfaktoren sichergestellt werden kann,
daf} die normierten Eingangsgrofen auf das Intervall | — 1; 1] abgebildet und damit die
wesentlich einfachere Funktion ¢; aus Gleichung (4.28) zur Ausgangsgrofenberechnung
verwendet werden kann. Zum anderen ist zu erkennen, daff auch die Gleichung (4.32)
eine analytische Darstellung zur Ausgangsgréfienberechnung fiir die beschrankten Ein-
gangsgroflen darstellt. Mit Hilfe der Funktionen fiir die Inferenzbildung nach Mamdani —
Minimum-und Maximumbildung fiir die logischen Verkniipfungen— kann somit ebenfalls
eine geschlossene Funktion fiir das Fuzzy—System gefunden werden. Damit sind die Vor-
aussetzungen fiir weitergehende Strukturuntersuchungen, die auf analytische Methoden
zuriickgreifen und ein Ansatz fiir den Ubergang zu den Analytischen Systemen hergeleitet

worden.!

! Dariiber hinaus zeigt ein Vergleich der Rechenzeiten fiir die StellgréBenberechnung nach der bisherigen
sequentiellen Vorgehensweise bei der linguistischen Regelbasisauswertung — Zugehorigkeitsgrade fiir die
Eingangsgrofien berechnen, Regelauswertung iiber Minimum— und Maximumbildung und anschlielende
nichtlineare Defuzzyfizierung mittels errweiterter Flachenschwerpunktberechnung — mit der Berechnung
iiber die funktionale Beschreibungsform des Fuzzy—Systems eine Reduzierung der notwendigen Rechenzeit

um 50 %.
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5 Zusammenfassung und Ausblick

Die Darstellung der Algorithmen fiir Fuzzy—Systeme mit Hilfe von linguistischen Bedin-
gungs—Aktions—Regeln stellt eine leicht nachvollziehbare und tibersichtliche Beschreibung
der Wirkzusammenhénge zwischen den Fingangs— und Ausgangsgrofien dar, die sich aus
einer heuristischen Systembetrachtung ergeben. Diese Beschreibungsform entzieht sich
jedoch einer systematischen Analyse und Synthese, die auf analytischen Verfahren der
Systemtheorie beruhen. Die Herleitung einer analytischen Darstellung aus einer linguisti-
schen Beschreibung des Fuzzy—Systems kann als Voraussetzung fiir den Ubergang von den
Fuzzy—Systemen zu den Analytischen Systemen gesehen werden. Die analytische Funktion
zur Beschreibung des Eingangs—Ausgangsverhaltens beinhaltet die sequentiellen Schritte
— Fuzzyfizierung, Inferenzbildung und Defuzzyfizierung — der linguistischen Regelbasis-
auswertung. Dazu sind fiir die Minimum—, die Maximumbildung und die Eingangsgrofien-
beschrankung ebenfalls bis auf wenige Singularitdten analytische Funktionen {iber dem

Definitionsbereich der Eingangsgrofien hergeleitet worden.

Aus der analytischen Darstellung des Algorithmus fiir das Fuzzy—System kann nicht mehr
auf die Regelbasis, die Zugehéorigkeitsfunktionen und die verwendeten Operationen fiir
die Inferenzbildung geschlossen werden. Eine Modifikation und/oder Erweiterung der Be-
standteile des Fuzzy—Systems fiihrt zwangsldufig zu einer neuen Berechnung der analyti-
schen Funktion. Diese kann jedoch off line durchgefiithrt werden und ist eindeutig nachvoll-
ziehbar. Anhand des Beispiels ”"Regelung des Abstandes von spurgefiihrten Fahrzeugen”
ist die Vorgehensweise bei der Transformation eines linguistischen Fuzzy—Konzeptes (Fuz-
zyfizierung, Inferenzbildung und Defuzzyfizierung) in eine analytische Beschreibungsform
fiir den Definitionsbereich der Eingangsgrofien aufgezeigt worden. Im weiteren mufl noch
untersucht werden, in wie weit sich diese Darstellung auch fiir umfangreichere Regelbasen
eignet. Eine Moglichkeit bietet die Aufteilung der Regelbasis in Untergruppen, wobei fiir
diese dann die analytischen Darstellungen aufgestellt und diese dann parallel und/oder
hierarchisch ausgewertet werden konnen (hierarchische Strukturen mit parallelen Subsy-

stemen).
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