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� Einleitung �

� Einleitung

Beim Aufstellen von mathematischen Modellen dynamischer Systeme werden bekanntlich

zwei verschiedene Wege unterschieden� die theoretische und die experimentelle Systemana�

lyse� Die theoretische Modellbildung f	uhrt 	uber die Verwendung von geeigneten Bilanz�

gleichungen �z� B� Bilanzierungen f	ur Kr	afte� Momente� allgemeine Erhaltungss	atze f	ur

Masse� Energie� Impuls usw�� 	ublicherweise auf nichtlineare Zustandsmodelle komplexer

Struktur mit zahlreichen nicht genau bekannten Parametern� Bei der experimentellen Sy�

stemanalyse� auch Identi�kation genannt� werden Ein��Ausgangsmodelle aus geeignet zu

w	ahlenden Eingangssignalen und gemessenen Ausgangssignalen berechnet� Anschlie�end

k	onnen die f	ur den Entwurf von Beobachtern und Reglern ben	otigten Zustandsraumdar�

stellungen aus den Parametern der Ein��Ausgangsmodelle entwickelt werden�

Zur Zeit stehen zahlreiche und bew	ahrte Identi�kationsverfahren auf dem Gebiet der Iden�

ti�kation linearer Systemmodelle �Goodwin und Payne ��

� Ljung ���
� Iserman ���
�

Unbehauen ����� zur Verf	ugung� Lineare Systemmodelle k	onnen das dynamische Verhal�

ten technischer Systeme in der N	ahe eines eingestellten Arbeitspunktes hinreichend gut

beschreiben� Gilt das Interesse aber dem dynamischen Verhalten bei gr	o�eren Arbeits�

bereichen� z� B� bei der Regelung hydrostatischer Antriebe� dann sind oft nichtlineare

Approximationsmodelle� z� B� bilineare� quadratische und Polynomsysteme erforderlich

�Schwarz ������

Im Bereich der Identi�kation nichtlinearer� vor allem zeitkontinuierlicher Systemmodelle

sind in der Literatur nur wenige bew	ahrte Verfahren zu �nden� so da� hier noch gro�er

Forschungsbedarf besteht� Die Parametersch	atzung ist aufgrund der wesentlich aufwendi�

geren mathematischen Operationen schwer durchzuf	uhren� vor allem f	ur Systeme� welche

die Linearit	at in den Parametern nicht erf	ullen� Zus	atzlich besteht ein Hauptproblem der

Identi�kation zeitkontinuierlicher Systeme darin� da� Zeitableitungen der Systemkenn�

gr	o�en auftreten� die zun	achst ermittelt werden m	ussen� Da Digitalrechner di�erentielle

Operationen nicht durchf	uhren k	onnen� sind letztere durch algebraische Operationen zu

ersetzen�

Vor der eigentlichen Parameteridenti�kation m	ussen Modellstruktur und �ordnung sowie

Abtastzeit festgelegt werden� Modellordnung und Abtastzeit werden in Anlehnung an die

Untersuchungen von Reuter ����
� ����b� gew	ahlt� In dieser Arbeit werden die Systeme

in der nichtlinearen � speziell quadratischen � Beobachternormalform identi�ziert� Diese

zeichnet sich einerseits dadurch aus� da� die zugeh	orige Ein��Ausgangsdarstellung linear

in den Parametern ist und hierf	ur Verfahren der kleinsten Fehlerquadrate �Least�Squares�

Verfahren� eingesetzt werden k	onnen� Andererseits besitzt die nichtlineare Beobachternor�

malform im Hinblick auf eine sp	atere Beobachtersynthese den Vorteil� da� man hierbei auf

eine lineare Fehlerdynamik gef	uhrt wird� so da� das Verfahren der Polvorgabe angewendet

werden kann �Jelali ������



� Einleitung 


Im folgenden Abschnitt wird die nichtlineare Beobachternormalform vorgestellt und auf

die Klasse der quadratischen Systeme mit linearer Steuerung spezialisiert� Zus	atzlich er�

folgt die Einf	uhrung einer approximierten quadratischen Beobachternormalform und de�

ren 	Uberf	uhrung in die zugeh	orige Ein��Ausgangsdarstellung�

Abschnitt � gibt einige Ans	atze zur Identi�kation zeitkontinuierlicher Modelle� Dann wird

auf der Basis des linearen Integral�lters von Sagara und Zhao ������ und der rekursi�

ven Methode der Hilfsvariablen �Ljung und S	oderstr	om ���
� ein Identi�kationsverfahren

f	ur nichtlineare Systeme in der approximierten quadratischen Beobachternormalform ent�

wickelt� Dies stellt eine e�ziente praktische Methode zum Erhalt von Proze�modellen di�

rekt in der nichtlinearen Beobachternormalform dar� Die Identi�kation gew	ahrleistet� da�

der Fehler zwischen realem System und Modell minimal ist� Dadurch entf	allt die 	Uber�

pr	ufung der strengen und komplexen Existenzbedingungen �Keller ����� Zeitz ������ die

bei realen technischen Systemen selten erf	ullt sind� sowie die analytische Berechnung von

nichtlinearen Transformationen�

Der �� Abschnitt berichtet 	uber die praktische Anwendung des entwickelten Identi�ka�

tionsverfahrens auf einen elektro�hydraulischen Antrieb� Als Ergebnis der Identi�kation

werden quadratische Zustandsmodelle des Antriebs angegeben� Die Wahl m	oglicher Ein�

�u�faktoren auf die Modellg	ute wird diskutiert� Eine Zusammenfassung mit Ausblick in

Abschnitt � schlie�t diesen Bericht ab�



� Quadratische Beobachternormalform �

� Quadratische Beobachternormalform

Die allgemeine nichtlineare Beobachternormalform �NBNF� f	ur analytische Systeme mit

linearer Steuerung �ALS� besitzt die Zustandsdarstellung �Keller und Fritz ����� Keller

���
� Zeitz �����

��x�t� �

�
�������

� � � � � � � �

�
� � �

���
� � � � � �

���


 � �

�
�������

�x�t��

�
������

a���xn� u� �u� � � � � u�n����

a���xn� u� �u� � � � � u�n����
���

an��xn� u�

�
������

� En�x�t� � a��xn� �u� � �x�t�� � �x� �
���

y�t� � c��xn� � �u�t� �
h
u�t�� �u�t�� � � � � u�n����t�

iT
�

Gl� �
��� ist als Erweiterung der Beobachternormalform f	ur lineare Systeme anzusehen�

Wegen der Abh	angigkeit des nichtlinearen Terms von den Ableitungen des Eingangssi�

gnals� die i� allg� me�technisch nicht erfa�t werden k	onnen� ist die NBNF nach Gl� �
��� f	ur

die praktische Anwendung beim Beobachterentwurf wenig geeignet� Wesentlich n	utzlicher

ist dagegen die folgende vereinfachte NBNF �Keller ����� Schwarz ����� Schwarz ���
��

��x�t� �

�
�������

� � � � � � � �

�
� � �

���
� � � � � �

���
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�
�������

�x�t��

�
������

a���xn�

a���xn�
���

an��xn�

�
������

�

�
������

b���xn�

b���xn�
���

bn��xn�

�
������
u�t�

� En�x�t� � a��xn� � b��xn�u�t� � �x�t�� � �x� �
�
�

y�t� � �xn �

Diese Normalform ist� wie die oben erw	ahnte� nur bez	uglich des gemessenen Systemaus�

gangs nichtlinear� der Zustandsvektor �x geht dabei linear ein� Die Zeitableitungen der

Ein� und Ausgangsgr	o�en tauchen hier nicht auf�

��� Exakt quadratische Beobachternormalform

Die 	Uberf	uhrung eines quadratischen Systems mit linearer Steuerung �QLS�

�x�t� � A�x�t� � A�x�t�� x�t� � �b� � B�x�t� � B�x�t� � x�t� u�t�

y�t� � cTx�t� � x� � x�t��
�
���

in die NBNF gem	a� Gl� �
�
� kann z� B� nach Keller ������ 	uber eine Zwei�Schritt�

Transformation vorgenommen werden� Hierbei wird allerdings der Aufwand f	ur die Her�

leitung der Existenzbedingungen mit h	oherer Systemordnung immer gr	o�er� Diese werden

f	ur Systeme 
� Ordnung bei Keller ������ und f	ur Systeme �� Ordnung bei Keller ����
�

sowie Jelali ������ explizit formuliert�



� Quadratische Beobachternormalform �

Im Sinne einer Erweiterung der aus der linearen Systemtheorie bekannten Ergebnisse

auf nichtlineare Systeme besteht ein naheliegender Gedanke in der Untersuchung� unter

welchen Bedingungen die lineare Transformation

�x � t�x� � Tx �
���

mit

T �

�
���������

cTAn��
� � anc

TAn��
� � � � �� a�c

TA� � a�c
T

cTAn��
� � an��c

TAn��
� � � � �� a�c

T

���

cTA� � anc
T

cT

�
���������

�
���

ein QLS nach Gl� �
��� in die NBNF nach Gl� �
�
� 	uberf	uhrt� Die ai �i � �� �� � � � � n� ��

sind die Koe�zienten des charakteristischen Polynoms der Matrix A�� Eine erste Voraus�

setzung ist die vollst	andige Beobachtbarkeit des linearen Teilsystems fA�� b�� c
Tg� da T

sonst eine nichtinvertierbare Matrix darstellt� Die Anwendung der Transformation gem	a�

Gl� �
��� auf QLS liefert

��x�t� � En�x�t�� a�xn�t� � TA�T
�� � T���x�t�� �x�t� �

�
h
Tb� � TB�T

���x�t� � TB�T
�� � T���x�t�� �x�t�

i
u�t� �
���

�� �A��x�t� � �A��x�t� � �x�t� �

�
h
�b� � �B��x�t� � �B��x�t� � �x�t�

i
u�t� �
�
�

y�t� � cTT���x�t� � �xn�t� �

Dabei d	urfen die Terme A�B�x�t� � �x�t�� B�B�x�t� und B�B�x�t� � �x�t� nur von �xn�t� bzw�

y�t� abh	angen� Dies f	uhrt zu den Struktureinschr	ankungen �Ingenbleek ����� Jelali �����

A� � T��k�c
T � cT

B� � T��k�c
T

B� � T��k�c
T � cT

cT � eTnT �

�
���

wobei en der Einheitsvektor in der n�ten Koordinatenrichtung ist�

So kann der folgende Satz formuliert werden�

Satz ��� �

Wenn

i� das lineare Teilsystem fA�� b�� c
Tg vollst	andig beobachtbar ist und

ii� die Strukturbedingungen nach Gln� �
��� erf	ullt sind�



� Quadratische Beobachternormalform �

dann 	uberf	uhrt die lineare Transformation t�x� � Tx mit T nach Gl� �
��� das QLS nach

Gl� �
��� in die vereinfachte Keller�NBNF mit dem Zustandsmodell

��x�t� �

�
�������

� � � � � � � �a�

�
� � � �a�
� � � � � �

���


 � �an

�
�������

�x�t� �

�
������

� � � � � k��
� � � � � k��
���

��� � � �
���

� � � � � k�n

�
������

�x�t� � �x�t� �

�

�
������

�
������

b�
b�
���

bn

�
������

�

�
������

� � � � � k��
� � � � � k��
���

��� � � �
���

� � � � � k�n

�
������

�x�t� �

�
������

� � � � � k��
� � � � � k��
���

��� � � �
���

� � � � � k�n

�
������

�x�t�� �x�t�

�
������
u�t�

y�t� � �xn�t� � �x� � �x�t��

oder auch

��x�t� � �En � aeTn  �x�t� � k��x�n�t� � �k��xn�t� � k��x�n�t� � b u�t�

y�t� � �xn�t� � �x� � �x�t�� �
�
���

Hierbei enth	alt der Vektor a weiterhin die Koe�zienten des charakteristischen Polynoms

C��� � a� � a�� � � � �� an�
n�� � �n �
����

der Matrix A�� �

Die Strukturbedingungen nach Gln� �
��� garantieren� da� die transformierten Matrizen
�A�� �B� und �B� nur in der jeweils letzten Spalte mit von Null verschiedenen Elementen

besetzt sind� Es ist aber zun	achst zu pr	ufen� ob cT mit der letzten Zeile der Transforma�

tionsmatrix T 	ubereinstimmt�

Wegen der Linearit	at der Transformation 
�� ist die vereinfachte NBNF f	ur diese sehr spe�

zielle Teilklasse der QLS� die den obigen Bedingungen gen	ugt� quadratisch im Zustand� Da

f	ur reale technische Systeme eine solche exakt quadratische Beobachternormalform �QB�

NF� nur in seltenen F	allen existiert und die Suche nach nichtlinearen Transformationen

in der Praxis aufwendig ist� erscheint es sinnvoll� eine approximierte QBNF einzuf	uhren�

��� Approximierte quadratische Beobachternormalform

Die nichtlinearen Funktionen ai��xn� und bi��xn� in Gl� �
�
� k	onnen durch ihre Taylorrei�

henentwicklungen

ai��xn� �
laiP
j��

�ij �xjn

bi��xn� �
lbiP
j��

	ij �xjn

� i � �� 
� � � � � n �
����



� Quadratische Beobachternormalform �

dargestellt werden� F	ur die QLS ist es naheliegend� eine quadratische Approximation

�lai � lbi � 
�

ai��xn� � �i��xn � �i��x�n
bi��xn� � 	i� � 	i��xn � 	i��x�n

� i � �� 
� � � � � n �
��
�

anzusetzen� Damit erh	alt man eine approximierte quadratische Beobachternormalform

�QBNF�

��x�t� � En�x�t� � ���xn�t�� ���x�n�t� � �	� � 	��xn�t� � 	��x�n�t� u�t�

y�t� � �xn�t� � �x� � �x�t�� �
�
����

f	ur QLS� Die Parametervektoren

�Ti � ���i� ��i� � � � � �ni � i � �� 
 �
����

	Tj � �	�j� 	�j� � � � � 	nj � j � �� �� 
 �
����

dieser approximierten QBNF k	onnen anhand des im Abschnitt ��� vorgestellten Identi�

�kationsverfahrens aus bekannten Ein��Ausgangsmessungen am realen System ermittelt

werden und m	ussen nicht mit den Vektoren ki in Gl� �
��� 	ubereinstimmen� falls letztere

	uberhaupt existieren� Die Parameter der QBNF sollen so ermittelt werden� da� der mitt�

lere quadratische Fehler zwischen gemessenen und gesch	atzten Ausgangssignalen minimal

ist� Somit er	ubrigt sich in der Praxis die Frage nach einer nichtlinearen Transformation�

die ein gegebenes System in die NBNF 	uberf	uhrt�

��� Ein��Ausgangsdarstellung

Da in der Praxis i� allg� nicht alle inneren Systemzust	ande vorliegen� mu� zun	achst eine

Systembeschreibung in Form einer Ein��Ausgangsdarstellung gefunden werden� wobei so�

wohl die Ein� als auch die Ausgangsgr	o�en bekannt bzw� einer Messung zug	anglich sein

m	ussen�

Durch sukzessives Einsetzen der einzelnen Zustandsgleichungen �
���� in

�x�n��t� � � ��xn�t� �n��� �
����

ergibt sich die gesuchte Ein��Ausgangsbeziehung zu�

�x�n��t� � �
nX
i��

h
�i��x

�i��� � �i���x���i���
i

�

�
nX
i��

h
	i�u

�i��� � 	i���xu��i��� � 	i���x�u��i���
i
� �
��
�

Hier tritt das Kernproblem der Identi�kation zeitkontinuierlicher Systemmodelle in Er�

scheinung� n	amlich die Notwendigkeit der Kenntnis der Zeitableitungen der Ein� und

Ausgangsgr	o�en in der Ein��Ausgangsbeziehung �
��
�� Diese sind me�technisch nicht

erfa�bar und m	ussen daher anderweitig ermittelt werden� Daher ist eine weitere Behand�

lung von �
��
� erforderlich� Bei der Identi�kation zeitdiskreter Modelle stellt sich das

angesprochene Problem nicht� da dort lediglich eine Zeitverschiebung auftritt�
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� Zeitkontinuierlicher Identi�kationsalgorithmus

In der ingenieurwissenschaftlichen Praxis sind die betrachteten dynamischen Prozesse na�

turgem	a� zeitkontinuierlich� Daher ist es wichtig� die Prozesse in zeitkontinuierlicher Pa�

rarametrierung zu identi�zieren� Weil aber bei der Parameteridenti�kation gro�e Mengen

von Daten verarbeitet werden m	ussen� ist dies nur mit Hilfe digitaler Rechner durch�

zuf	uhren� die mit abgetasteten Signalen arbeiten� Somit enth	alt der Wunsch� kontinuierli�

che Modelle aus zeitdiskret abgetasteten Datensequenzen zu identi�zieren� einen gewissen

Widerspruch� der einige Schwierigkeiten mit sich bringt� Die Hauptschwierigkeit besteht

in der Notwendigkeit� die Zeitableitungen der Ein� und Ausgangsgr	o�en zu ermitteln�

Trotzdem ist das Interesse an der Identi�kation kontinuierlicher Modelle in den letzten

f	unfzehn Jahren st	andig gewachsen� Umfassende Studien in diesem Bereich �nden sich z�

B� bei Young ������ sowie Unbehauen und Rao ����
� ������ Zhang ������ gibt eine gute
	Ubersicht mit Anwendung 	uber die Methoden zur Identi�kation nichtlinearer kontinuier�

licher Systeme� Auch Sagara und Zhao ������� Sagara und Zhao ������ besch	aftigten sich

intensiv mit dem Thema und entwickelten einige e�ektive Verfahren� allerdings nur f	ur

die Identi�kation linearer Modelle�

In einer neueren Arbeit von Yin ������ wird eine allgemein einsetzbare Identifkationsme�

thode� die Maximum�Likelihood�Methode �ML�Methode�� ausf	uhrlich behandelt und zur

praktischen Anwendung herangezogen� Diese Methode liefert nur dann gute Ergebnisse�

wenn die Starparameter gen	ugend gut sind� was aber in der Praxis selten der Fall ist�

Sowohl ung	unstig gew	ahlte Startwerte als auch schlecht konditionierte Me�datenvektoren

f	uhren h	au�g zur numerischen Instabilit	at�

��� Ans�atze zur Identi�kation zeitkontinuierlicher Modelle

Zur Identi�kation kontinuierlicher Modelle gibt es zwei grunds	atzlich unterschiedliche Vor�

gehensweisen� n	amlich

i� die indirekten und

ii� die direkten Verfahren�

Indirekte Verfahren

Die indirekten Verfahren umgehen das oben genannte Problem� indem in einem ersten

Schritt ein zeitdiskretes Modell identi�ziert wird� Dies hat den Vorteil� da� die hierf	ur

geeigneten Methoden � teilweise auch f	ur nichtlineare Systeme � ausgiebig erforscht sind

�Ljung und S	oderstr	om ���
� Ljung ���
� S	oderstr	om und Stoica ����� Iserman ���
��

Im zweiten Schritt erfolgt dann die Herleitung eines Kontinuierlichen Modells�
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Liegt z� B� ein identi�ziertes zeitdiskretes bilineares Modell

x�k � �� � Adx�k� � �Ndx�k� � bd u�k�

y�k� � cTd x�k�
�����

vor� so kann das zugrundeliegende zeitkontinuierliche BLS

�x�t� � Acx�t� � �Ncx�t� � bc u�t�

y�t� � cTc x�t�
���
�

mit den Vorschriften �Schwarz �����

Ac � �
T

ln�Ad�

Nc � �
T

ln�Ad � Nd� �Ad

bc � �Ad � Nd��e�Ad�Nd�T � In ��bd
cTc � cTd

�����

berechnet werden� Dieses Verfahren wurde vom Autor implementiert und an von Reu�

ter �����a� identi�zierten zeitdiskreten Modellen f	ur den in Abschnitt � beschriebenen

elektro�hydraulischen Antrieb angewendet� Es hat sich gezeigt� da� die Anwendung der

Relationen ����� in vielen F	allen zu Systemmatrizen Ac� Nc mit komplexen Elementen

f	uhren� womit die physikalischen Verh	altnisse prinzipiell nicht richtig wiedergegeben wer�

den� Ein weiterer Nachteil dieses indirekten Verfahrens ist� da� die Systemstruktur �z� B�

Beobachter� oder Beobachtbarkeitsnormalform� unter der Transformation nicht erhalten

bleibt� Weiterhin kann diese Methode nicht in einfacher Weise auf allgemeine QLS erwei�

tert werden� Aus diesen Gr	unden beschr	anken sich die weiteren Untersuchungen auf die

direkten Verfahren�

Direkte Verfahren

Bei diesen Verfahren werden die auftretenden di�erentiellen Operationen durch algebrai�

sche Operationen ersetzt� Erst nach dieser Umformung kann die Identi�kation durch�

gef	uhrt werden� Zur Algebraisierung stehen u� a� folgende Methoden zur Verf	ugung�

�� Numerische Di�erentiation�

Eine einfache Methode zur Approximation der ben	otigten Zeitableitungen der Ein�

und Ausgangsgr	o�en ist die Di�erenzenquotientenbildung� Allerdings f	uhrt diese

Methode bei Vorhandensein hochfrequenter St	orsignale� wie z� B� Me�rauschen� zu

unbrauchbaren Ergebnissen� da die numerische Di�erentiation eine Hochpa�charak�

teristik besitzt und damit die St	orsignale zus	atzlich verst	arkt�


� Kubische Spline�Interpolation�

Hierbei werden stetig di�erenzierbare N	aherungsfunktionen f	ur die Ein� und Aus�

gangsgr	o�enverl	aufe ermittelt� womit sich im deterministischen Fall noch zuverl	assi�

ge Werte f	ur die ersten und zweiten Ableitungen bestimmen lassen� Die Spline�

Interpolation ist aber sehr emp�ndlich gegen	uber hochfrequenten St	orungen� so da�

auch hier keine befriedigende Ergebnisse zu erwarten sind�
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�� Numerische Integration�

Ein sehr wirkungsvoller Weg stellt die 	Uberf	uhrung der Ein��Ausgangsbeziehung in

eine 	aquivalente Integralgleichung dar� die dann mit Hilfe numerischer Integrations�

methoden gel	ost werden kann� Ein besonderer Vorteil dieser Methode besteht darin�

da� dabei die Rauschsignale reduziert werden� da die Integration eine gl	attende Wir�

kung hat� Mit diesem Verfahren lassen sich Identi�kationsmethoden der kleinsten

Fehlerquadrate �Least�Squares� anwenden� die im Gegensatz zur ML�Methode we�

der Startwerte noch Anfangszust	ande ben	otigen� Voraussetzung ist allerdings� da�

die unbekannten Parameter linear in die Ein��Ausgangsdarstellung eingehen� Dies

ist der Fall bei Systemen sowohl in der NBNF als auch in der nichtlinearen Beob�

achtbarkeitsnormalform �Yin ������

��� �Uberf�uhrung in eine Integralgleichung

Zur Behandlung der in der Ein��Ausgangsbeziehung �
��
� auftretenden� me�technisch

nicht erfa�baren Zeitableitungen der Ein� und Ausgangsgr	o�en schlagen Sagara und Zhao

������ eine numerische Integrationsoperation� das sog� lineare Integral�lter �LIF�� vor�

Einige Rechenregeln zu diesem LIF sind im folgenden aufgef	uhrt �Sagara und Zhao �����

Sagara und Zhao ����� Yin ������

� Das n�fache Integral eines zeitkontinuierlichen Signals z�t� wird de�niert durch

Inz�t� �
Z t

t�lT

Z t�

t��lT
� � �

Z tn��

tn���lT
x�tn�dtndtn�� � � � dt� �����

mit T � der Schrittweite und l dem L	angenfactor des LIF�

� Das n�fache Integral der Ableitung z�j��t� � djz�t��dtj des Signals z�t� kann n	ahe�

rungsweise berechnet werden durch�

Inz
�j��t� � Ijz�t� �

nlX
i��

pjiz�t� iT � ��
nlX
i��

pji q
�iz�t� �����

oder in zeitdiskreter Form �zk�

Inz
�j�
k � Ijzk �

nlX
i��

pjizk�i ��
nlX
i��

pji q
�izk �����

mit dem Polynom

Ij � �� � q�l�j�f� � f�q
�� � � � �� flq

�l�n�j � ���
�

und dem Verz	ogerungsoperator

q�izk � zk�i �����
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� Ist das Eingangssignal in �tk � lT� tk konstant� dann gilt�

In�zikuk 
�j� � Ij�z

i
kuk � ukIjz

i
k � �����

� Die Verwendung der Trapezregel bedeutet

f� � fl � T

�

fi � T � i � �� 
� � � � � l� � �
������

Die Anwendung der n�fachen Integration anhand des LIF auf die Ein��Ausgangsdarstellung

�
��
� unter Benutzung der abgetasteten Me�daten uk� yk liefert

Inyk � �
nX
i��

h
�i�Ii��yk � �i�Ii��y

�
k�
i

�

�
nX
i��

h
	i�Ii��uk � 	i�Ii���ykuk� � 	i�Ii���y

�
ku�

i
� ek � ������

Dabei setzt sich der Gleichungsfehler ek aus dem Approximationsfehler durch das LIF

und einem Fehleranteil durch das Me�rauschen zusammen�

��� Rekursive Methode der Hilfsvariablen

De�niert man den wahren Parametervektor

�T �
h
�T� � �

T
� � 	

T
� � 	

T
� � 	

T
�

i
� ����
�

den gesch	atzten Parametervektor

��T �
h
��T� � ��T� � �	T� � �	T� � �	T�

i
������

und den Me�datenvektor

�T
k � ��I�yk� �I�yk� � � � � �In��yk� �I�y

�
k� �I�y

�
k� � � � ��In��y

�
k�

I�uk� I�uk� � � � � In��uk� I��ykuk�� I��ykuk�� � � � � In���ykuk��

I��y
�
kuk�� I��y

�
kuk�� � � � � In���y

�
kuk� � ������

so kann Gl� ������ in

Inyk � �T
k � � ek ������

umgeschrieben werden� In dieser Form� in der die Parameter linear eingehen� k	onnen Iden�

ti�kationsverfahren der kleinsten Fehlerquadrate sowie deren Modi�kationen angewendet

werden� Dabei ist die Verlustfunktion

J��� �
LX

k�nl

e�k �
LX

k�nl

�Inyk � �T
k � 

� ������
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bez	uglich des Parametervektors zu minimieren�

Um biasbehaftete Parameterfehler zu vermeiden� ist ein Sch	atzverfahren notwendig� das

	uber ein einfaches Verfahren der kleinsten Fehlerquadrate hinausgeht� Hierzu bietet sich

besonders die rekursive Methode der Hilfsvariablen �RIV�Methode� an� die u� a� folgende

Vorteile aufweist�

� Sie liefert bei einer geeigneten Wahl der Hilfsvariablen erwartungstreue Sch	atzungen�

� Es sind keine Apriori�Kenntnisse 	uber die statistischen Merkmale des Me�rauschens

notwendig� dies kann ein beliebiges station	ares farbiges Signal sein�

� Die RIV�Methode eignet sich f	ur eine on�line Identi�kation�

Eine ausf	uhrliche Darstellung dieser Methode geben z� B� Ljung und S	oderstr	om ����
�

sowie S	oderstr	om und Stoica �������

In dieser Arbeit wird folgende RIV�Methode mit nachlassendem Ged	achtnis nach Ljung

und S	oderstr	om ����
� verwendet�

��k � ��k�� � Lk�Inyk � �T
k

��k���

�k � ���k�� � �� � ���


k � �k � �T
kPk���k

Lk � Pk���k�
k

Pk �
h
Pk�� � Pk���k�

T
kPk���
k

i
��k

� k � �� � � � � L ����
�

mit der Kovarianzmatrix Pk� dem Parameterkorrekturvektor Lk� dem Hilfsvariablenvektor

�k� dem Vergessensfaktor �k und der Anzahl der Me�werte L�

Das eigentliche Problem der RIV�Methode� das allerdings weitgehend gel	ost ist� besteht

in der Generierung geeigneter Hilfsvariablen� Diese m	ussen so festgelegt werden� da� sie

m	oglichst

� nicht korreliert sind mit dem Me�rauschen und

� stark korreliert sind mit den ungest	orten Signalen� also den Nutzsignalen�

Eine ausf	uhrliche 	Ubersicht 	uber m	ogliche Alternativen zur Wahl der Hilfsvariablen sowie

deren Vergleich �ndet sich z� B� in Ljung und S	oderstr	om ����
� und S	oderstr	om und

Stoica ������� In der Praxis hat sich bew	ahrt� die Hilfsvariablen als Kombination der

Eingangsgr	o�en mit einem Verz	ogerungsfaktor k�� z� B�

�Tk � �T
k

���
yk�uk�k�

� ��I�uk�k� � �I�uk�k� � � � � � �In��uk�k� � �I�u
�
k�k�

� �I�u
�
k�k�

� � � � �

�In��u
�
k�k�

� I�uk� I�uk� � � � � In��uk� I��uk�k�uk�� I��uk�k�uk�� � � � �

In���uk�k�uk�� I��u
�
k�k�

uk�� I��u
�
k�k�

uk�� � � � � In���u
�
k�k�

uk� ������
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zu verwenden� Als Startwerte f	ur den Algorithmus ����
� wird in der Literatur �Ljung

und S	oderstr	om ���
� Iserman ���
�

��� � 
 � P� � �In � �� � � � ��	 ������

und f	ur den Vergessensfaktor �Ljung und S	oderstr	om ���
�

�� � �� �� � �� � �� �� ���
��

vorgeschlagen� Diese Wahl tr	agt entscheidend zur Steigerung der Konvergenzgeschwindig�

keit des Algorithmus bei�

��	 Implementierung des Algorithmus

Die Implementierung des oben vorgestellten Identi�kationsalgorithmus erfolgte aufgrund

seiner weiten Verbreitung in MATLAB� Diese Interpretersprache zeichnet sich durch ih�

re einfache Programmiersyntax im Bereich der Regelungstechnik� Au�erdem existieren

hierf	ur umfangreiche mathematische Grundfunktionen und �algorithmen�

Der Anwender hat zun	achst die Modellstruktur �LS� BLS oder QLS� und �ordnung festzu�

legen� Danach erfolgt die Eingabe der Verfahrensparameter l und k�� womit die Parame�

teridenti�kation gestartet wird� Anschlie�end werden die gesch	atzen mit den gemessenen

Ausgangssignalen verglichen� Ist das Modell zufriedenstellend� dann werden die gew	unsch�

ten Daten gespeichert und das Programm beendet� Andernfalls mu� die Identi�kation mit

einer neuen Wahl von l und k� oder einer neuen Modellstruktur wieder gestartet werden�



� Experimentelle Ergebnisse ��

� Experimentelle Ergebnisse

Dieser Abschnitt enth	alt Ergebnisse� die bei der praktischen Erprobung des im letzten

Abschnitt vorgestellten Identi�kationsverfahrens erzielt wurden� Hierbei werden zustands�

quadratische Modelle identi�ziert� die die Dynamik eines elektro�hydraulischen Antriebs

approximieren�

lzphot��mmZylinderpr	ufstand ehask�mm
�mmSchematische Darstellung des Antriebs

Der betrachtete Antrieb �sog�
!
lange" Zylinderpr	ufstand� Bild ���� ist im Hydrauliklabor

des Fachgebietes Me��� Steuer� und Regelungstechnik der Universit	at Duisburg vorhan�

den� Die Beschreibung des Systems sowie die Durchf	uhrung der Messungen erfolgen in

starker Anlehnung an Reuter �����a��

Es handelt sich um einen elektro�hydraulischen Translationsantrieb mit ausgepr	agten

Nichtlinearit	aten �K	ockemann ����� Dori�en ����� Schwarz ������ Dieser Antrieb besteht

im wesentlichen aus einem Proportionalventil als Stellglied und einem hydraulischen Zy�

linder als Motor �Bild ��
��

Das Proportionalventil steuert die 	Olvolumenstr	ome f	ur die Anschl	usse A und B� in de�

ren Abh	angigkeit der Hydraulikzylinder die Last m � � kg bewegt� Die Eingangsgr	o�e

u des Systems ist die elektrische Steuerspannung des Ventils� die Ausgangsgr	o�e y die

Lastposition� Vor dem Start der Messung wurde die Masse mittels eines Reglers in die

Nullstellung gebracht� damit der elektrische und der hydraulische Nullpunkt 	ubereinstim�

men� Denn f	ur die Eingangsspannung u � � ergibt sich ein Geschwindigkeitso�set bzw�

eine Positionsdrift� Anderes ausgedr	uckt� Um den Zylinder zum Stillstand zu bringen� ist

ein geringer Spannungso�set uN �� �� die sog� Nullsteuerspannung� erforderlich�

eing�mm��mmVerwendetes Eingangssignal Als Eingangsspannung sind Werte im Be�

reich U � �������� V m	oglich� Das entspricht einer normierten Eingangsgr	o�e u �
U

�� V � ������ � Als Eingangssignal wurde eine gleichverteilte wei�e Rauschsignalfolge

verwendet� Um die Dynamik des Systems gut erfassen zu k	onnen� mu� hierbei einerseits

die Tastzeit T m	oglichst klein ���� ms� gehalten werden� Andererseits mu� das Eingangs�

signal aber auch so bescha�en sein� da� die Dynamik des Systems ausreichend erregt

wird und damit die Me�daten m	oglichst viel Systeminformation enthalten� Dazu ist es

notwendig� da� das Eingangssignal einen m	oglichst gro�en Amplituden� und Frequenz�

bereich abdeckt� Au�erdem soll die Taktzeit f	ur das Eingangssignal im Bereich ����
��

ms gew	ahlt werden� Deutlich niedrigere Taktzeiten sind ung	unstig und f	uhren zu schlech�

ten Identi�kationsergebnissen� da zum einen nur ein kleiner Bereich der m	oglichen Aus�

gangssignalwerte erreicht wird� Zum anderen kommen f	ur kleinere Eingangssignale ein

signi�kanter Haftreibungsein�u� und der damit verbundene Stick�Slip�E�ekt deutlich zur

Geltung �K	ockemann ����� Reuter ����a��

In dieser Arbeit wurde das in Bild ��� dargestellte diskrete Eingangssignal mit einer

Taktzeit von ��� ms verwendet� Die Zylinderposition wurde mit einer Abtastzeit von � ms

gemessen �Reuter ����b�� Da der betrachtete Antrieb bei Nutzung des Positionssignals x
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zur Identi�kation ein integrales Verhalten aufweist� wurde wegen der geforderten Stabilit	at

des Modells das durch Di�erenzenbildung aus x erzeugte Geschwindigkeitssignal

yk �
xk � xk��

T
�����

herangezogen�

F	ur verschiedene Werte des L	angenfaktors l des LIF und des Verz	ogerungsfaktors k� des

Eingangssignals wurden zustandsquadratische Modelle der Form

�x��t� � Enx
��t�� ��x

�

n�t� � ��x
��
n �t� � 	�u�t� � 	�x

�

n�t�ju�t�j

y�t� � x�n�t� � x�� � x��t�� �
���
�

identi�ziert� Dieses etwas modi�zierte Modell soll dem Umstand Rechnung tragen� da�

sich die Geschwindigkeitsverl	aufe bei Eingangssignalen gleicher H	ohe� aber mit unter�

schiedlichem Vorzeichen auch nur im Vorzeichen unterscheiden� Das hei�� das dynami�

sche Verhalten des Antriebs weist ann	ahernd Nullpunktsymmetrie auf �Reuter ����a�

Yin ������ Zum Vergleich verschiedener Modelle wurde der normierte mittlere Fehler

enm �
ky � �yk�

kyk�
� ���# �����

benutzt� Tabelle ��� enth	alt exemplarisch einige identi�zierte Modelle �� Ordnung� Die

zugeh	origen Ausgangssignalverl	aufe sind in den Bildern ��� bis ��
 dargestellt� Aus diesen

und anderen Identi�kationen lassen sich folgende Fakten ableiten�

� Von entscheidender Bedeutung f	ur die G	ute der Identi�kationsergebnisse ist die

Wahl eines geeigneten L	angenfaktors� F	ur L	angenfaktoren l kleiner als 
� oder

gr	o�er als 
� verschlechtert sich die Qualit	at der erzielten Modelle� Der Grund daf	ur

liegt darin� da� das Integral�lter wie ein Vor�lter wirkt� dessen Bandbreite von l

abh	angt� Um das St	orsignal zu unterdr	ucken ohne dabei das Nutzsignal zu beein�

tr	achtigen� soll l m	oglichst der Bandbreite des Systems entsprechen �Sagara und

Zhao ����� Yin ������ Bei richtiger Wahl von l besitzt k� keinen gro�en Ein�u� auf

das Identi�kationsergebnis mehr� Au�erdem f	uhrt nicht jede Kombination von l und

k� zu einem stabilen Modell� was durch eine sich der Identi�kation anschlie�ende

Simulation 	uberpr	uft werden kann�

� F	ur kleinere Modellordnungen als � sind die identi�zierten Modelle deutlich schlech�

ter� aber f	ur gr	o�ere nicht mehr deutlich besser�

� Der verwendete Algorithmus funktioniert in den meisten F	allen und die erzielten

Ergebnisse sind recht gut�

� der Zeitaufwand f	ur die Identi�kation ist wesentlich geringer als bei Verwendung der

ML�Methode �Yin ������ Vor allem entf	allt hier die Vorgabe von Startparametern

und es treten selten Konvergenzprobleme auf�
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� Als problematisch erwiesen hat sich allerdings die Verwendung von gro�en Me�da�

tens	atzen �L 
 ����� zur Identi�kation� da dann die Mehrfachintegration instabil

werden kann und damit die zu integrierenden Funktionen mit zunehmendem In�

tegrationsgrad dem Betrage nach sehr rasch 	uber alle Grenzen wachsen� So ergibt

sich eine schlechte Konditionierung des Sch	atzproblems� die zu unbefriedigenden

Ergebnissen f	uhrt�

Modell � Modell 
 Modell � Modell �

l 
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� 
�

k� 
 � � ��
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Tabelle ���� Einige Identi�kationsergebnisse
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v
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����mm���mmGeschwindigkeitsverl	aufe

�Modell ��
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Bemerkungen zu den Modellen �
	

Die Modelle ��� unterscheiden sich im wesentlichen durch die Qualit	at der Approximation

in Abh	angigkeit der Verfahrensparameter l und k�� Die Geschwindigkeitsverl	aufe in den

Bildern ��� bis ��
 lassen erkennen� da� die Modelle 
 und � das statische und dynamische

Verhalten des Antriebes am besten approximieren und f	ur eine sp	atere Beobachtersynthe�

se zu verwenden sind� Dies wird auch durch Vergleich der Werte des normierten mittleren

Fehlers enm �Tab� ���� best	atigt� Au�erdem zeigt Bild ��
� da� sich das Identi�akations�

ergebnis bei Verwendung eines L	angenfaktors l 
 
� deutlich verschlechtert� Weiterhin�

ist anzumerken� da� die otimale Wahl f	ur l durchaus von der Me�datensatzl	ange �hier

L � �
��� abh	angt� so da� ein gutes Modell nur nach mehrmaliger Durchf	uhrung der

Identi�kation unter Variation der Verfahrensparameter l und k� zu erhalten ist�



� Zusammenfassung und Ausblick ��

� Zusammenfassung und Ausblick

In der vorliegenden Arbeit� wurde ein Identi�kationsverfahren f	ur eine Klasse nichtlinea�

rer zeitkontinuierlicher Systeme vorgestellt und erprobt� Das Verfahren basiert auf dem

linearen Integral�lter� das di�erentielle Operationen algebraisiert und somit eine Behand�

lung mit dem Digitalrechner erm	oglicht� sowie der rekursiven Methode der Hilfsvariablen�

die sich durch ihre Echtzeitf	ahigkeit und asymptotische Biasfreiheit auszeichnet�

Die Systeme werden in der nichtlinearen Beobachternormalform identi�ziert� die eine in

den Parametern lineare Ein��Ausgangsdarstellung besitzt� was eine Voraussetzung f	ur

die Anwendung des oben genannten Identi�kationsverfahrens darstellt� Speziell f	ur die

praktische Anwendung wurde eine approximierte quadratische Beobachternormalform ein�

gef	uhrt� Durch die Identi�kation wird gew	ahrleistet� da� der Fehler zwischen realem Pro�

ze� und approximierendem Modell minimal ist� Die Vorteile der hier gew	ahlten Vorgehens�

weise liegen eindeutig darin� da� komplizierte analytische Berechnungen zur 	Uberpr	ufung

der Bedingungen� unter denen eine nichtlineare Transformation der Systeme in die nicht�

linearen Beobachternormalform existiert� vermieden werden� Diese Bedingungen sind sehr

streng und in der Praxis selten erf	ullt�

Die praktische Erprobung des formulierten Algorithmus bezog sich auf einen elektro�

hydraulischen Translationsantrieb� Die Ergebnisse lassen erkennen� da� zustandsquadra�

tische Zustandsmodelle in Beobachternormalform relativ gut das Verhalten des realen

Prozesses wiedergeben� So kann die Beobachterauslegung auf der Basis der identi�zierten

Modelle erfolgen� Weiterhin soll die Identi�kation f	ur den Antrieb in der nichtlinearen

Beobachtbarkeitsnormalform durchgef	uhrt werden� Es ist zu erwarten� da� hier relativ

bessere Ergebnisse zu erzielen sind� da die Beobachtbarkeitsnormalform von der Struktur

her die physikalischen Gegebenheiten des hier betrachteten Antriebs besser wiedergibt als

die Beobachternormalform� Die Stellgr	o�e u�t� ist n	amlich multiplikativ mit dem ersten

Zustand �Position des Zylinders� � in einem als Integratorkette darzustellenden Zustands�

modell � verkn	upft �Schwarz ������

�Die Arbeit entstand im Rahmen des von der Deutschen Forschungsgemeinschaft gef�orderten Projek�

tes
�
Zustands� und Parametersch�atzung bei analytischen Systemen mit linearer Steuerung��
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