Reducing the Matrix Effect in Molecular Secondary Ion Mass Spectrometry by Laser Post-Ionization
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ABSTRACT: Strategies to reduce and overcome matrix effects in molecular secondary ion mass spectrometry (SIMS) are investigated using laser-based post-ionization of sputtered neutral organic molecules released under C60⁺ bombardment. Using a two-component multilayer film similar to that employed in a recent VAMAS interlaboratory study, SIMS depth profiles of the protonated and deprotonated quasi-molecular ions of two well-studied organic molecules, Irganox 1010 and Irganox 1098, were measured along with that of the corresponding neutral precursor molecules. When compared to composition-dependent ionization probability changes of the secondary ions, the resulting profiles are much improved. We demonstrate that detection of neutral molecules via laser post-ionization yields significantly reduced matrix effects when compared to SIMS depth profiles in both positive and negative secondary ion mode. These results suggest that this approach may provide a useful pathway for acquiring depth profiles from complex organic samples with improved capabilities for quantitation.

INTRODUCTION

Cluster secondary ion mass spectrometry (SIMS) has emerged as a unique tool for the two- and three-dimensional (2D/3D) characterization of complex organic materials, including biological cells.1–3 The critical breakthrough for this technology is the discovery that by employing primary ion beams such as Bi⁺, C₆₀⁺ or Ar⁺, with n = 500–5000, mass spectra can be acquired during erosion of the sample without undue chemical damage accumulation.4,5 Moreover, since the beams are focussable to a submicron spot, high-resolution chemical imaging has become a major distinguishing feature of the technique. In concert with the development of these primary ion sources, there have also been rapid advances in instrumentation that seeks to maximize the properties associated with the desorption events. These improvements have immensely expanded the number and type of applications amenable for study.

All of this good news for cluster SIMS is still tempered by the fact that the ionization probability of the desorbing molecules is discouragingly small for most cases, limiting sensitivity.6,7 Moreover, these probabilities are subject to enormous swings in value depending upon the chemical composition of the sample. Matrix ionization effects render quantification of intensities very difficult, because they are not easily predictable or controllable.8

As these issues are still a major problem for the technique, many groups have concentrated on acquiring a better understanding of matrix ionization effects, and on developing protocols for enhancing the ionization probability itself. A landmark (VAMAS) study was recently completed using a standard reference material consisting of layers of binary mixtures of Irganox 1010, Irganox 1098, or Fmoc-pentafluorophenylalanine in each layer.9 Twenty different laboratories characterized the sample, yielding results of remarkable consistency. Recommendations were provided for compensating for matrix effects, and a normalization method was presented that greatly improves quantitation. Other groups have attempted to enhance the ionization probability either by modifying the chemistry of the sample to allow for better protonation of desorbing molecules or by tweaking the chemistry of the incoming cluster ion beam. For example, gas cluster ion sources consisting of water clusters have been employed to enhance ionization via protons carried by the projectile.10,11 Alternatively, we have advocated doping the gas clusters with reactive species such as HCl in combination with depositing water directly onto the surface of the sample to provide a source of protons in a protocol characterized by dynamic reactive ionization (DRI).12,13

Another approach to mitigating matrix effects and enhancing ionization is to employ laser techniques to ionize the neutral molecules after they have desorbed from the surface.14 Laser post-ionization (LPI) has been utilized for many years with mixed success. Problems arise because the laser is observed to fragment molecules during the ionization process, and in many cases the improvement of signal intensity over direct detection of secondary ions is modest. The concept is still intriguing, however, because changes in the number of molecules entering
the ionization channel via SIMS do not influence the number of sputtered neutral molecules, except for the rare cases where ionization efficiency approaches 100%. Recently, we have reported that femtosecond-pulsed lasers operating in the strong field regime and in the IR spectrum greatly reduce photofragmentation and result in excellent sensitivity for a wide range of molecules.\textsuperscript{15,16}

Here, we take advantage of this laser configuration to employ LPI to characterize a binary mixture of multilayers of Irganox 1010 and Irganox 1098 similar to that investigated in the VAMAS study to examine the magnitude of matrix effects associated with the neutral desorption channel. With a primary ion beam of 20 keV \(\text{C}_{60}^+\), the results show that matrix effects are effectively overcome during molecular depth profiling and that the molecular ion intensity of Irganox is comparable to that observed using SIMS. In general, we suggest that this approach may provide a useful pathway for acquiring depth profiles from complex organic samples with improved capabilities for quantitation.

\section*{EXPERIMENTAL SECTION}

\textbf{Experimental Setup.} The experiments presented here were performed on a time-of-flight sputtered neutral mass spectrometer (SNMS) instrument described in great detail elsewhere.\textsuperscript{17} In brief, the systems consists of a 40 keV \(\text{C}_{60}^+\) ion source delivering an ion current on about 200 pA into a spot of about 10 \(\mu\)m diameter, a temperature-controlled sample stage, a reflectron type mass-spectrometer, a movable focusing lens and a laser utilized for post-ionization.

For post-ionization, a commercially available laser system (Coherent, Legend Elite Duo) was used. This system delivers short laser pulses with a wavelength of 800 nm and a duration of 40 fs at a repetition rate of 1 kHz. These laser pulses are used to pump an optical parametric amplifier (OPA, Light Conversion, TOPAS-C-HE) to shift the light further into the IR covering a range from 1160 to 2580 nm. For the experiments presented in this work, a wavelength of 1500 nm and an average power of 1.9 W was selected. From previous experiments\textsuperscript{18,19} it is known that for the intact ionization of organic molecules the wavelength should be chosen as far as possible into the NIR regime. The selected wavelength of 1500 nm gives the benefit of a longer wavelength while still maintaining significant power density.

The laser beam is coupled into the system and focused by a BK7 lens with a focal length of 150 mm at a wavelength of 587.6 nm. The lens is mounted onto an \(x\)\textsubscript{yz} translation stage to optimize the overlap with the plume of sputtered particles. To achieve maximum LPI signal in the mass spectra, the laser beam is defocused to a volume of about 10 times that of its fully focused position. This defocusing is accomplished by moving the lens along the \(z\)-axis parallel to the direction of the laser propagation by 6.5 mm with respect to the focal position. The experiment was tuned for SIMS and LPI experiments in the same way to ensure identical conditions. For that purpose, a delayed extraction scheme was used. A relatively long primary ion pulse of 2000 ns was utilized and the sample pulsed to an extraction potential of 2500 V within a few nanoseconds following the end of the primary ion pulse. This extraction technique allows the particles emitted during the primary ion pulse to form a plume above the sample surface, which is then intercepted by the post-ionization laser pulse. In SIMS experiments, secondary ions present in the intersection volume that have been emitted from the sample surface during bombardment are extracted into the spectrometer and reflected by a static electrical field of 2507 V at the top of the flight tube toward the detector. In SNMS experiments, the post-ionization laser is fired between the end of the primary ion pulse and the switching of the sample stage to high voltage. In this mode, secondary ions and postionized neutrals present in the intersection volume are detected under otherwise identical experimental conditions with regard to the accepted emission energy and angle window and detection efficiency.

The secondary and postionized ions are detected using a Chevron type microchannel plate (MCP) detector. The output of this detector was fed into a fast 100 times preamplifier and directly digitized using a fast transient recorder (Signatec PX-1500). In addition to photoionized sputtered neutrals, residual gas particles will also be ionized and swept into the spectrometer when in the overlap between the sensitive volume of the spectrometer and the ionization laser. In fact, residual gas neutral molecules represent the majority of detected species in the low mass region that can easily saturate the detector. To avoid deleterious effects from detector gain saturation, the MCP detector is equipped with two highly transmitting grids that can be utilized to deflect these overly abundant ions. The first grid is grounded to avoid any distraction electrical fields in the spectrometer whereas the second grid can be pulsed to a high voltage to reflect ions. Because of the proximity of the grid to the MCP, the ions are already well separated in time and certain regions in the spectrum can be blocked off. In the experiments presented in this study, the low mass region below 200 amu was suppressed by this technique. To increase the signal, especially in the high mass region, a postacceleration voltage of 13 kV was applied to the front of the MCP detector.

\textbf{Sample Systems.} As model systems, Irganox 1010 (Ciba Specialty Chemicals Corporation, U.S.A.) and Irganox 1098 (Aurum Pharmatech Inc., U.S.A.) were investigated. For preliminary studies, pure films of each material were used. Thin films of the materials were spin-cast onto Si wafers from 0.02 M solutions in chloroform (EMD Millipore Corporation, U.S.A.).

Samples containing mixtures of both substances were obtained from the National Physical Laboratory (Teddington, England) from the batch with serial no. SRT14CC. The sample was designed to consist of four different layers on silicon as shown in Figure 1. Each layer was created by physical vapor deposition (PVD) and has a nominal thickness of 100 nm. To create a mixed layer of Irganox 1010 and Irganox 1098, alternating deposition cycles were performed with each cycle depositing only one-half-monolayer coverage of the respective

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Sample design and sketch of experimental. Multilayer sample, yellow Irganox 1098, blue Irganox 1010, and green mixed layer of Irganox 1098 and Irganox 1010. Black arrow: 40 keV \(\text{C}_{60}^+\) beam; red arrow: laser beam parallel to the sample surface. The red square on the sample depicts the analyzed area of \(226 \times 226 \mu m^2\) and the orange square the sputtered area of \(339 \times 339 \mu m^2\).}
\end{figure}
Data Acquisition. Depth profiling of these films was performed with a series of alternating sputter erosion and data acquisition cycles. During data acquisition, the pulsed primary \( \text{C}_{60} \) ion beam was raster scanned across an area of \( 226 \times 226 \) \( \mu \text{m}^2 \) with 256 \( \times \) 256 pixels. During the sputtering cycle, the primary ion beam was operated in continuous (dc) mode and scanned across an area of \( 339 \times 339 \) \( \mu \text{m}^2 \) for 2 s.

To collect the full data set containing the information on the emitted ions, neutrals and residual gas particles, each acquisition cycle consisted of three collected spectra with 40,000 repetitions (reps) each. First, the LPI spectrum was collected by firing the primary ion pulse and the laser. In the next spectrum, only the (positive) SIMS data was collected by only firing the ion pulse but blocking the laser beam. In the last acquisition cycle, the laser was fired into the vacuum chamber and the ion beam was blanked so as to only collect the residual gas spectrum. Since our instrument does not allow a fast automated switching of the detected ion polarity, negative SIMS depth profiles were acquired in separate experiments, where only the SIMS spectrum was collected in a data acquisition cycle. As a result, some experimental parameters such as the primary ion current and the ion detection efficiency may vary between the +SIMS/LPI and −SIMS profiles.

Wedge Crater. In addition to the depth profiling routine described above, a wedged crater was created and analyzed. For that purpose, an area of \( 113 \times 113 \) \( \mu \text{m}^2 \) was bombarded with a linearly increasing primary ion fluence along the \( x \)-direction of the eroded area through all four layers to the silicon substrate. The wedge-shaped crater was analyzed afterwards by collecting an image with a field of view of \( 226 \times 226 \) \( \mu \text{m}^2 \) and \( 128 \times 128 \) pixels. By analyzing the mass resolved information on each pixel, the positions of the interfaces between the different layers were determined with the aid of atomic force microscope (AFM) measurements.

AFM. To measure the dimension (width and depth) of the eroded wedge shaped crater, an atomic force microscope (AFM) (KLA Tencor, Nanoptics 2100) was used and operated in contact mode. An area of \( 400 \times 400 \) \( \mu \text{m}^2 \) was analyzed to fully include the crater and pristine surface region. After the measurement the pristine area was used to correct for the curvature in the measured data caused by bending of the piezo crystal and establish a zero value for the depth scale. To measure the dimensions of the crater, line scans were taken both parallel and perpendicular to the wedge direction as indicated in Figure S 1.

RESULTS AND DISCUSSION

This section is organized as follows. First, we show data taken on single component films of Irganox 1098 and Irganox 1010 in order to demonstrate the capability of laser post-ionization depth profiling and elucidate similarities and differences between molecular secondary ion and neutral analysis. We then switch to depth profiles obtained on the Irganox multilayer sample and investigate particularly the quantification of the measured molecular ion intensities in terms of the true sample composition.

Single Component Films. Examples of mass spectra obtained at the fresh surface of an Irganox 1010 film and after irradiation with a fluence of about \( 10^{13} \) ions/cm\(^2\) are shown in Figure 2. The spectra labeled “SNMS” contain both the LPI signal of postionized sputtered neutral particles as well as the secondary ion background, whereas those labeled “SIMS” depict the secondary ion spectrum alone. Both spectra were acquired under identical instrument conditions with the exception that the low mass signal was suppressed below \( m/z \) 200 during the SNMS measurement as explained in the Experimental Section. Before irradiation, both spectra mainly exhibit a series of water cluster peaks that originate from a thin ice overlayer that had been deposited on the cold surface prior to the analysis. These signals disappear after brief irradiation, exposing the molecular film to the analysis. From Figure 2b, it is obvious that meaningful LPI signals can be obtained for the molecular ion group around \( m/z \) 1176, which may contain contributions of the molecular ion \( M^0 \) of Irganox 1010 as well as the protonated or deprotonated molecules \([M + H]^+, [M + H_2]^+, [M – H]^+, or [M – H_2]^+\), which are not resolved here.

Throughout the remainder of this paper, we will therefore refer to this peak group as the \( M^0 \) signal for postionized neutrals and \( M^+ \) or \( M^- \) signals for positive and negative secondary ions, respectively, with \( M \) representing the intact parent molecule of the investigated sample. It is interesting to note that the \( M^0 \) signal derived from the difference between both displayed spectra is at least as or even more intense than the corresponding \( M^+ \) signal observed in the SIMS spectrum. This finding indicates a rather efficient post-ionization mechanism, because the focused laser is known to sample only a small fraction (typically or the order of \( 10^{-2} \)) of the sputtered material.

In order to examine the prospects of molecular SIMS/SNMS depth profiling, sputter depth profiles obtained on this system are shown in Figure 3, where the \( M^0 \) (LPI) and \( M^+ \) (SIMS) signals are followed as a function of the applied primary ion fluence. The LPI profile was obtained by subtracting the SIMS background and therefore directly represents the postionized
sputtered neutral molecules. For comparison, depth profiles taken at room temperature are displayed along with those taken with the sample stage held at liquid nitrogen temperature, confirming that meaningful depth profiles can on this system only be obtained under low temperature conditions as observed earlier. Both the LPI and SIMS profiles exhibit essentially the same features, namely an initial increase of the signal as the ice overlayer is removed, followed by an exponential decay into a steady state as explained by the erosion dynamics model. The ratio between the secondary ion and neutral signal decreases with increasing ion fluence, starting at about 2 at the surface and reaching a constant value of about 1.2 in the steady state. This finding indicates that the presence of the ice overlayer increases the ionization probability, presumably via protonation of sputtered Irganox molecules. The fluctuations observed in the steady state are mostly due to statistical noise, which for the case of LPI are superimposed by additional fluctuations caused by small temporal variations of the post-ionization laser intensity. Apart from these fluctuations, it is seen that the molecular ion intensity remains constant in both modes, until at a fluence of about 2.4 ions/nm² the interface to the underlying silicon substrate is reached. In order to confirm that the film was completely eroded, the Si⁺ secondary ion signal is plotted as well. The fact that the 50% intensity of both the LPI and SIMS molecular ion signal are reached at the same fluence where the substrate signal has risen to half its maximum value confirms that there is no interlayer between the Irganox film and the silicon substrate.

Multilayer Sample. In the following discussion of data obtained on the Irganox multilayer system, we will refer to the sample constituents Irganox 1098 and Irganox 1010 simply as “1098” and “1010”, respectively. SIMS depth profiles of the multilayer sample obtained in positive and negative secondary ion mode are shown in Figure 4. In both modes, all four layers of the system can be unambiguously identified. The number of sputter cycles needed to reach the interfaces between the different layers and to the underlying silicon substrate slightly varies between both profiles shown in Figure 4, because the positive and negative ion profiles were obtained in separate experiments where the C₆₀⁺ primary ion current was not exactly the same. In fact, the data show that the ion current used in the negative SIMS profile was about 25% higher than that used in the positive SIMS/SNMS profile, an information that will be useful for the depth scale calibration as well as the calculation of ionization probabilities as described below. The negative ion spectrum shows the expected behavior with the 1098 signal being visible in the 1098 containing layers 1, 2, and 3 and the 1010 signal visible in the 1010 containing layers 2 and 4. Moreover, both the 1098 and the 1010 signals are smaller in the intermixed layer 2 than in the respective pure layers, thereby qualitatively reflecting the smaller concentration (or volume fraction) of both constituents within this layer. On the other hand, the positive ion spectrum deviates from the

Figure 3. SIMS (M⁺) and LPI (M₀) depth profiles obtained on a 100 nm Irganox 1010 film on silicon under bombardment with 40 keV C₆₀⁺ ions.

Figure 4. Depth profile of positive and negative molecule specific secondary ion signals M⁺ and M⁻ obtained on the Irganox 1098/1010 multilayer sample under bombardment with 40 keV C₆₀⁺ ions.
The expected behavior insofar as the 1098 signal does not decrease in the intermixed layer. This observation already qualitatively shows that there must be a pronounced matrix effect in the sense that the formation probability of the M_{1098} ion group must be significantly enhanced by the presence of 1010. A depth profile of the corresponding postionized neutral molecules, which was acquired simultaneously with the positive SIMS profile in Figure 4, is shown in Figure 5. Qualitatively, the data show the expected signal trends in the same way as observed in the negative secondary ion profile. The fact that the signal-to-noise ratio in the LPI depth profiles appears to be worse than that in the corresponding SIMS profile is caused by long-term fluctuations of the post-ionization laser intensity. As will be shown below, the influence of these fluctuations largely cancels when the profiles are quantified.

Signal Quantitation. In order to arrive at a more quantitative characterization of matrix effects, we examine the quantitation of the measured depth profiles. In principle, the secondary ion intensity measured for a sputtered species X is given as

\[ S_X^0 = I_p Y_X \alpha_X^\pm \eta_X^\pm \]  
where \( I_p \) denotes the primary ion flux, \( Y_X \) denotes the partial sputter yield, that is, the average number of emitted species X per projectile ion impact, \( \alpha_X^\pm \) is the ionization probability, that is, the probability that a sputtered species X is emitted as a positive or negative secondary ion. The quantity \( \eta_X^\pm \) is a transmission factor, which for the case of a pulsed ToF experiment has the dimension of time and essentially describes the fraction of emitted secondary ions that are sampled by the instrument. For the postionized neutral signal, an equivalent relation holds as

\[ S_X^\pm = I_p Y_X (1 - \alpha_X^\pm) \alpha_X^\pm \eta_X^\pm \]  
where \( \alpha_X^\pm \) describes the postionization probability for a sputtered neutral species X. In an LPI experiment, the factor \( \eta_X^\pm \) is a complicated function of the geometric overlap between the laser beam and the plume of sputtered particles as well as the timing of the laser pulse with respect to the primary ion pulse.\(^{14}\) It remains constant and independent of the sample composition if the emission velocity and angle distributions of the detected neutral particles do not significantly change.

In many cases, the majority of the sputtered material is emitted as neutrals, and the values of \( \alpha_X^\pm \) are small. In that case, the measured post-ionization signal is proportional to the partial sputter yield, which under steady state sputtering conditions must reflect the sample stoichiometry as

\[ Y_X = c_X Y_{\text{tot}} \]  
where \( Y_{\text{tot}} \) denotes the total sputter yield. For a molecular signal, an additional fragmentation factor must be introduced into \( Y_{\text{tot}} \), which may either describe the survival of an intact molecule or the formation of a specific fragment during the emission process. For the present discussion, we assume this factor to be independent of the film stoichiometry, so that the post-ionization signal measured for the molecular ion of component i (1098 or 1010) should to first order be given as

\[ S_X^0(c_i) \propto c_i Y_{\text{tot}} \]  
where

\[ S_X^\pm(c_i) \propto c_i Y_{\text{tot}} \alpha_X^\pm \]  
where the quantity \( \alpha_X^\pm \) now describes the effective ionization probability of an ejected intact Irganox molecule, for instance, by protonation or deprotonation. It is this quantity that may critically depend on the sample composition and therefore describes the matrix effect. We wish to emphasize that all measured signals are proportional to the total sputter yield, which may also depend on the surface composition and change between different layers. Even in the absence of ionization matrix effects, a measured mass spectrometric signal representing a component i therefore is not necessarily proportional to its concentration.

A relatively straightforward way to investigate for possible sputter yield changes as a function of concentration is to look for signal correlation, for instance, at the interfaces in the depth profiles of a multilayer system. For the two-component system investigated here, this is simply done by plotting the 1010...
signal against the 1098 signal in the depth profiles of Figures 3 and 4. The resulting correlation plots are shown in Figure 6. It is clear that the assumption of a constant fragmentation probability underlying eqs 4 and 5 is violated at the start of the depth profile, where the signals decay into the steady state, and therefore these points were excluded from the plots. Moreover, the assumption of a two component system is violated as soon as the silicon substrate signal begins to rise, so that the data points after the maximum of the 1010 signal in layer 4 were also excluded.

Interestingly, a linear correlation is observed in all three profiles, indicating that there is no significant change of the sputter yield across the interfaces between the different layers. While the linear correlation is expected for the post-ionization experiment, it is surprising to see for the SIMS depth profiles because in this case a linear correlation is only rigorously expected if the ionization probability $\alpha_i^\pm$ is constant across the interface. At least for the positive ion spectrum, however, it is clear that there must be a rather significant matrix effect. A close inspection of the data reveals that the straight line drawn in the upper panel of Figure 6 is somewhat misleading, because all of the data points collected while profiling through the pure 1098 layers and the intermixed layer as discussed in the text.

$$c_i = \frac{I_i}{\sum_j I_j} \text{ with } I_j = S_j \text{RSF}_j^j$$

where the relative sensitivity factor RSF$_j^j$ can be obtained from a standard material of known composition. For the system studied here, we determine these values from the signals measured for the pure 1098 and 1010 layers and the silicon substrate, respectively. The resulting concentration profile determined from the positive SIMS profile is shown in Figure 7.

It is seen that the assumption of a constant RSF must clearly be wrong, because the calculated concentrations in layer 2, as indicated in the figure, deviate from the known true stoichiometry of this layer. We can take the deviation of these values from the expected result of 0.5 as a measure of the observed matrix effect. Alternatively, we can adopt the definition of the matrix effect magnitude

$$\Xi_i = 2 \int_0^1 \frac{S(c_i)}{S_i^0} \, dc_i - 1$$

and approximate the integral by a polygon between $c_i = 0, 0.5$, and 1. In eq 7, $S_i^0$ denotes the signal measured for a pure layer of component $i$. A value of $\Xi = 0$ indicates ideal (matrix effect free) behavior, whereas $\Xi < 0$ indicates suppression and $\Xi > 0$ indicates enhancement of the secondary ion formation for component $i$. In principle, the value of $\Xi_i$ as defined by eq 7, can vary between $-1$ and 1 but our crude approximation using only the signals measured at $c = 50\%$ and $c = 100\%$ only permits a maximum possible absolute value of 0.5. For the positive secondary ions, the resulting $\Xi_{1098} = +0.5$ and $\Xi_{1010} = -0.35$ obviously describe a rather severe matrix effect, where...
the 1098 signal is strongly enhanced by the presence of 1010 signal and the 1010 signal is strongly suppressed by the presence of 1098.

The situation changes if the negative ion profile is analyzed. Using the same quantitation procedure, we find the concentration plot shown in Figure 8. It is evident that the true composition of the intermixed layer is much better represented by the M− signals, yielding a concentration of c_{1098} = 0.63 in this layer. There is, however, a remaining matrix effect enhancing the 1098 signal with Ξ_{1098} = +0.21, whereas Ξ_{1010} = −0.04 indicates an almost ideal behavior of the 1010 signal.

The concentration profile derived from the secondary neutral profile is depicted in Figure 9. It is evident that the LPI experiment provides the closest representation of the true stoichiometry within the intermixed layer, yielding a 1098 concentration value of 0.57. The corresponding values of the concentration of 0.57. The corresponding values of the stoichiometry within the intermixed layer, yielding a 1098 concentration plot shown in Figure 8. It is evident that the

Figure 8. Quantitation of negative SIMS depth profile under assumption of constant relative sensitivity factors between Irganox 1098, Irganox 1010, and silicon substrate signals.

true composition of the intermixed layer is much better represented by the M− signals, yielding a concentration of c_{1098} = 0.63 in this layer. There is, however, a remaining matrix effect enhancing the 1098 signal with Ξ_{1098} = +0.21, whereas Ξ_{1010} = −0.04 indicates an almost ideal behavior of the 1010 signal.

The concentration profile derived from the secondary neutral profile is depicted in Figure 9. It is evident that the LPI experiment provides the closest representation of the true stoichiometry within the intermixed layer, yielding a 1098 concentration value of 0.57. The corresponding values of the remaining matrix effect magnitude are Ξ_{1098} = −0.14 and Ξ_{1010} = +0.05. In other words, the 1098 signal appears to be slightly suppressed by the presence of 1010, whereas the 1010 signal again exhibits nearly ideal behavior. In principle, ionization matrix effects should avoided in post-ionization experiments, and influences of the SIMS ionization matrix effect upon the post-ionization data are expected to be negligible because the absolute value of the SIMS ionization probability is small (∼10^{-3}).6,7 Therefore, the suppression observed for the 1098 M− signal must be caused by a matrix dependent variation in the emission angle and/or energy distribution of the sputtered neutral molecules. Similar effects were observed recently by Karras and Lockyer,27 who found a drastic suppression effect in a two component drug mixture when analyzed at low temperature, which was not found at room temperature. Also in this case, the observed suppression effect was attributed to a temperature-dependent change in the sputtering characteristics of the neutral molecules. It should be noted, however, that such variations would likely influence the SIMS data in the same way. The fact that enhancement is observed for the 1098 M− signal therefore indicates that the ionization matrix effect observed in the negative SIMS profile must be even greater than indicated by the SIMS data alone. Another possible cause for a matrix effect in post-ionization spectra would be a matrix-dependent change in the excitation state of the ejected molecules, which could in principle influence the effective post-ionization efficiency via changes in the laser-induced-photonization and -fragmentation probability. A detailed analysis of the depth profiling behavior observed for different fragment signals would probably provide more insight here but is outside the scope of the present paper.

**Depth Axis Calibration.** Apart from the composition calibration, an important point regarding the quantitation of a sputter depth profile concerns the conversion of applied primary ion fluence into eroded depth. This is of particular interest for a multilayer system, because the sputter yield and, hence, the erosion rate may in principle change between different layers of the sample. In order to examine this for the system studied here, we eroded a wedge-shaped crater into the film by applying a linearly increasing ion fluence between opposite sides of the raster area. As described in detail elsewhere,23,24 this strategy allows the detection of variations of the erosion rate by means of a profilometric characterization of the resulting crater, where depth-dependent variations of the erosion rate translate into a varying slope of the crater bottom. An AFM image of the eroded crater is shown in the Supporting Information Figure S1. A line scan along the wedge direction, as indicated in the AFM image, is shown in Figure 10 (upper panel). Apart from a small disturbance at the very surface, which may either be induced by an artifact of the AFM analysis or by redeposition of sputtered material, it is seen that the crater bottom exhibits a constant slope until at a depth of about 410 nm the silicon substrate is reached.

At this point, the slope abruptly changes to a smaller value, reflecting the fact that the Cs beam erodes silicon with a much slower rate than the organic film.

In order to unambiguously identify the different layers, a SIMS image of the crater was acquired in negative ion mode. Applying the quantitation according to eq 6 to the relevant ion signals of a line scan along the same direction as the AFM scan, we find the result depicted in the lower panel of Figure 10, showing that the position of the different layers as well as the interfaces between them can be clearly discerned, thereby
allowing the examination of the thickness of the individual layers. The results are presented in Table 1 and show that the erosion rate remains constant at a value of about 2 nm/cycle within experimental error throughout the removal of the entire film.

As a consequence, we can linearly convert the applied ion fluence (or sputter cycle number) to eroded depth by assigning the point where the evaluated silicon substrate concentration reaches 50% to the total eroded depth of about 410 nm. This procedure forms the basis of the depth axis calibration provided in Figures 7−9.

<table>
<thead>
<tr>
<th>layer thickness (nm)</th>
<th>relative erosion rate (nm/cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
<td>100</td>
</tr>
<tr>
<td>Layer 2</td>
<td>100</td>
</tr>
<tr>
<td>Layer 3</td>
<td>100</td>
</tr>
<tr>
<td>Layer 4</td>
<td>121</td>
</tr>
</tbody>
</table>

As a consequence, we can linearly convert the applied ion fluence (or sputter cycle number) to eroded depth by assigning the point where the evaluated silicon substrate concentration reaches 50% to the total eroded depth of about 410 nm. This procedure forms the basis of the depth axis calibration provided in Figures 7−9.

**Ionization Efficiency.** Using the concentration data determined from the sputtered neutral depth profile, the core information describing the matrix effect, that is, the variation of the ionization efficiency for a sputtered molecule as a function of the sample composition, may be extracted. The interface region between the different Irganox layers is of special interest. For the binary 1098/1010 system studied here, the interfaces between layers 1, 2, 3, and 4 will in the following be referred to as interface 1 (layer 1−layer 2), 2 (layer 2−layer 3) and 3 (layer 3−layer 4), respectively. According to eq 4 and 5, the positive ionization efficiency is directly calculated from the data in Figures 4 and 5 by dividing the positive SIMS signal by the corresponding LPI signal measured at each cycle. For the negative ions, the situation is more complicated because the SIMS and LPI depth profiles were measured in two separate experiments. Therefore, the depth scales are not exactly the same and the data have to be interpolated in order to calculate the negative ionization probability. In order to reduce the statistical noise, the raw data traces shown in Figures 4 and 5 were smoothed using a 16 point Savitzky-Golay algorithm prior to the division. Because the proportionality factors in eqs 4 and 5 can be assumed to be independent of the sample composition at least to first order, the ion/neural signal ratio represents the relative variation of the ionization probability as a function of the applied ion fluence, which can then be compared to the sample stoichiometry calculated at this depth. The result is plotted for both the M+ and M− ion groups of Irganox 1098 and Irganox 1010 in Figure 11.

The first and probably most import observation is that there is no unique correlation between the sample stoichiometry and the ionization efficiency. In order to unravel the reason for the apparent scatter, the data points have been marked by different symbols depending upon the interface region they were extracted from. While the full symbols refer to the interface 3 between the pure 1098 and 1010 films, the open symbols characterize the interfaces 1 and 2 between the intermixed layer 2 and a pure 1098 layer. It is obvious that even if the same average concentration (or volume fraction) is measured while going through different interfaces, there must be distinct differences in the sample chemistry determining the ionization efficiency of a sputtered molecule.

For positive ionization, interface 3 between the two pure films (closed symbols) is characterized by an almost constant ionization efficiency for the 1098 molecule within the range 0 ≤ c_{1010} ≤ 0.5, while that of the 1010 molecule goes through a distinct minimum around c_{1098} ≈ 0.2. Toward large 1010 content, both values are found to slightly increase, until at c_{1098} > 0.9 the ionization probability of the 1098 molecule suddenly increases. The latter finding may either be real and indicate an efficient deprotonation of the Irganox 1098 molecule if diluted in an almost pure 1010 matrix, or the apparent increase is caused by a problem regarding the background subtraction of...
the formation of the negatively ionized sputtered Irganox 1098 we are forced to conclude that the surface chemistry leading to a three-fold between our data indicate a strong increase of its ionization efficiency. On the other hand, the negative ionization efficiency for the 1010 molecule, depends strongly on the sample composition in the range 0 ≤ c_{1010} ≤ 0.5. Interestingly, α_{1098} shows a similar dependence for both interfaces, whereas α_{1010} behaves qualitatively different.

For negative ions, the ionization probability of 1098 appears to be largely independent of the 1010 concentration. On the other hand, the negative ionization efficiency for the 1010 molecule, depends strongly on the sample composition in the range 0 ≤ c_{1010} ≤ 0.5, indicating a rather strong matrix effect for these ions. The apparent structure observed in this concentration range might at least partly be due to an uncertainty regarding the matching of the interfaces, because SIMS and SNMS spectra were taken in different depth profiles as explained above. Above a 1010 content of 50%, however, both ionization probabilities remain constant over a relatively wide concentration range. We believe that this is the reason for the apparently good quantitation result obtained for the intermixed layer with c_{1010} = 0.5. At low 1010 concentration, our data indicate a strong increase of its ionization efficiency by three-fold between c_{1010} = 0.1 and 0.5. In particular, for the first interface the negative ionization probability of the Irganox 1010 molecule appears to go through a pronounced maximum, whereas an almost linear increase is found for the other two interfaces. Because both interfaces 1 and 2 characterize the transition between the intermixed layer and a pure 1098 film, we are forced to conclude that the surface chemistry leading to the formation of the negatively ionized sputtered Irganox 1098 molecules must be different in both cases.

These findings are remarkable because they appear to contradict the results presented in the VAMAS round robin study performed on an Irganox 1098/1010 multilayer sample similar to that investigated here, where only rather weak matrix effects were found even for the quasi-molecular ions of that system. One has to keep in mind, however, that nearly all of the experiments participating in the VAMAS study were performed using an Ar\(^+\) cluster ion beam for depth profiling and a Bi\(^+\) cluster ion beam for data acquisition with the exception of three experiments where the Ar\(^+\) sputtering beam was used in order to generate the mass spectral data as well. On the other hand, the data presented here were acquired using a C\(_6\)\(^+\) ion beam for depth profiling and data acquisition. It has been shown that the surface chemistry induced by C\(_6\)\(^+\) impact might strongly deviate from that generated by small metal clusters, thereby in some cases strongly promoting the positive ionization efficiency of sputtered molecules.\(^{28}\)

At the present time, we can only speculate about the reason for the observed variations of the ionization efficiency. In principle, both the protonation and deprotonation of a sputtered molecule must be triggered by ion impact-induced fragmentation reactions. From the magnitude difference between the observed SIMS and LPI signals of 1010 and 1098, it is clear that the larger 1010 molecule must experience significantly stronger fragmentation than the smaller 1098 molecule. From this perspective, it appears reasonable that ionization efficiencies may be enhanced by a larger 1010 content. During the transition between two pure and homogeneous films, both materials are single phase and the interface chemistry is solely governed by ion bombardment induced mixing. On the other hand, the intermixed layer of the sample studied here was manufactured by alternating deposition of thin 1098 and 1010 films. The microstructure of the resulting film is not clear, but it is reasonable to doubt that the resulting film is completely homogeneous. Therefore, the signal produced by ions impacting on different surface areas may be strongly different, even though the average volume fraction probed by the SIMS/SNMS experiment is the same, thereby accounting for the different behavior at different interfaces. Moreover, the 1098 signal variations observed at interface 1 originate from upward mixing of 1010 into the depth interval probed by the sputtering process from below, whereas the variations in interface 2 are caused by downward mixing of an enhanced 1010 content out of the probed depth interval. It is a well-known fact in inorganic SIMS that both mixing processes might be vastly different, leading, for instance, to different upward and downward slopes of the signal when depth profiling through a delta layer.\(^{29-31}\) The role of these mixing processes in connection with sample topology and composition with respect to the chemical ionization process is yet unclear, and further work is needed to completely understand the ion-induced surface chemistry governing the protonation and deprotonation process of sputtered molecules.

**CONCLUSIONS**

The work presented in this study shows that successful depth profiles of organic molecules as complex and heavy as Irganox 1098 and Irganox 1010 cannot only be collected for secondary ions but also for the postionized neutral species. Strong field ionization is capable of providing molecular information through the entirety of the depth profile if the sample is cooled via liquid nitrogen. The detection of both secondary ions and postionized secondary neutral species leads to a signal...
enhancement of a factor of 2 through the depth profile while only sampling a small fraction of the plume of sputtered neutral material. There is, however, significant headroom for further improvement if a more intense post-ionization laser was used that could then be defocused to irradiate the entire detectable plume of sputtered neutral particles with comparable intensity.

The data presented here demonstrate the capability of laser post-ionization to strongly reduce and almost completely overcome matrix ionization effects by decoupling the sputtering and ionization processes. Without post-ionization, single beam C₆₀ depth profiling was neither in positive nor in negative mode capable of revealing the stoichiometric composition of the sample system. Although the results measured in negative mode deviate by 24% from the composition of the sample, the results collected in positive mode show a difference of 68% from the real concentration due to more pronounced matrix ionization effects. Moreover, one should note that matrix effects observed in molecular SIMS clearly depend on the projectile used to generate the mass spectral data, whereas this projectile dependence can be expected to be much less pronounced for the sputtered neutral molecules.
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