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Abstract. Let \( \Omega \subset \mathbb{R}^3 \) be a bounded weak Lipschitz domain with boundary \( \Gamma := \partial \Omega \) divided into two weak Lipschitz submanifolds \( \Gamma_\tau \) and \( \Gamma_\nu \), and let \( \varepsilon \) denote an \( L^\infty \)-matrix field inducing an inner product in \( L^2(\Omega) \). The key result of this paper is the so-called Maxwell compactness property, i.e., the Hilbert space \( \{ E \in L^2(\Omega) : \text{rot } E \in L^2(\Omega), \text{div } \varepsilon E \in L^2(\Omega), \nu \times E|_{\Gamma_\tau} = 0, \nu \cdot \varepsilon E|_{\Gamma_\nu} = 0 \} \) is compactly embedded into \( L^2(\Omega) \). We will also prove some canonical applications, such as Maxwell estimates, Helmholtz decompositions, and a static solution theory. Furthermore, a Fredholm alternative for the underlying time-harmonic Maxwell problem and all corresponding and related results for exterior domains formulated in weighted Sobolev spaces are straightforward.
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1. Introduction. One of the main and most important tools in the theory of Maxwell’s equations is the compact embedding of vector fields possessing weak divergence and rotation in \( L^2 \), subject to appropriate possibly mixed boundary conditions, into \( L^2 \).

Let \( \Omega \subset \mathbb{R}^3 \) denote a bounded domain with boundary \( \Gamma := \partial \Omega \), where \( \Gamma \) is divided into two relatively open subsets \( \Gamma_\tau \) and its complement \( \Gamma_\nu := \Gamma \setminus \Gamma_\tau \). Furthermore, let \( \varepsilon : \Omega \to \mathbb{R}^{3 \times 3} \) denote a symmetric and uniformly positive definite \( L^\infty \)-matrix field, which will be called admissible throughout the paper. The so-called Maxwell compactness property, i.e., the compactness of the embedding

\[
\mathcal{R}_{\Gamma_\tau}(\Omega) \cap \varepsilon^{-1} \mathcal{D}_{\Gamma_\nu}(\Omega) \hookrightarrow L^2(\Omega),
\]

has been investigated in various settings. Here \( \mathcal{R}_{\Gamma_\tau}(\Omega) \cap \varepsilon^{-1} \mathcal{D}_{\Gamma_\nu}(\Omega) \) denotes the space of all \( E \in L^2(\Omega) \) with \( \text{rot } E \in L^2(\Omega) \) and \( \text{div } \varepsilon E \in L^2(\Omega) \) satisfying the mixed boundary conditions \( \nu \times E = 0 \) on \( \Gamma_\tau \) and \( \nu \cdot \varepsilon E = 0 \) on \( \Gamma_\nu \) in a weak sense.

Historically and, e.g., for full tangential boundary conditions, (1) was first proved by a regularity argument, showing that in a sufficiently smooth setting \( \mathcal{R}(\Omega) \cap \varepsilon^{-1} \mathcal{D}(\Omega) \) is continuously embedded into \( H^1(\Omega) \) (Gaffney’s inequality) and hence contains an \( L^2(\Omega) \)-converging subsequence by Rellich’s selection theorem.

A first result for nonsmooth, more precisely cone-like, i.e., more or less strong Lipschitz domains in \( \mathbb{R}^N \) or even Riemannian manifolds was obtained by Weck [24] in the case of full homogeneous boundary conditions, i.e., \( \Gamma_\nu = \emptyset \) or \( \Gamma_\tau = \emptyset \), using the general setting provided by the calculus of alternating differential forms. Weber [22] found a new proof for bounded domains in \( \mathbb{R}^3 \) satisfying the uniform cone condition,
which is again more or less strong Lipschitz. This result was improved upon by Witsch [26], who showed that the compact embedding is valid for bounded domains of $\mathbb{R}^3$ satisfying merely the $p$-cusp condition for $1 < p < 2$. An elementary proof for weak Lipschitz domains, which even holds for weak Lipschitz manifolds, was given by Picard [17]. Costabel [2] proved the compact embedding by means of a weak regularity result, i.e., there holds the continuous embedding into $H^{1/2}$ and therefore the compact embedding into $H^t$ for $t < 1/2$ and into $H^0 = L^2$ in particular. All these results have been obtained for full boundary conditions.

Kuhn [7], using the methods developed by Weck [24] and comparable assumptions about the regularity of the boundary and the interface, obtained the compact embedding for mixed boundary conditions in the setting of differential forms. Based on the techniques developed by Weber [22], Johmann [6] showed the compact embedding to hold for vector fields satisfying mixed boundary conditions if $\Omega$ has a (strong) Lipschitz continuous boundary $\Gamma$ with a (strong) Lipschitz continuous interface $\Gamma_\tau \cap \Gamma_\nu$. More precisely, the boundary $\Gamma$ and the interface can be locally represented as graphs of Lipschitz functions.

In this paper it is shown that the assumptions in [6] can be weakened to include domains $\Omega$ with weak Lipschitz boundaries and weak Lipschitz interfaces, i.e., the boundary $\Gamma$ is assumed to be a Lipschitz manifold and the interface a Lipschitz submanifold of $\Gamma$. This assumption is weaker than the assumptions in [6]. Moreover, weak Lipschitz domains are relevant in various applications. A prominent example is the so-called two brick domain.

Our paper closely follows [6] and hence [22]. Conveniently, the proofs from [6] carry over practically verbatim. However, a modification of [6, Theorem 1] (see our Theorem 3.8) allows for a shorter and more straightforward proof of the compact embedding. Moreover, we will use different transformations (charts), which reduces the compact embedding to the flat situation of a half-cube.

The main result of this paper is the compact embedding stated in Theorem 4.7. In the last section we present applications of the main theorem, i.e., the Maxwell estimate, Helmholtz decompositions, and, following the approach developed by Picard in [15, 16], a solution theory for the static Maxwell problem involving mixed boundary conditions.

Another application is the proof of Fredholm’s alternative for the time-harmonic Maxwell equations. This is straightforward but would be beyond the scope of this paper.

Other important applications can be mentioned in connection with the treatment of static or time-harmonic Maxwell’s equations in exterior domains $\Omega_{\text{ext}} \subset \mathbb{R}^3$, i.e., domains with compact complement. In this case the compact embedding (1) no longer holds. On the other hand, (1) immediately implies the so-called local Maxwell compactness property, i.e., the compactness of the embedding

$$ R_{\Gamma_\nu}(\Omega_{\text{ext}}) \cap \varepsilon^{-1} D_{\Gamma_\nu}(\Omega_{\text{ext}}) \hookrightarrow L^2_{\text{loc}}(\Omega_{\text{ext}}). $$

(2)
2. Notation, preliminaries, and outline of the proof. Let $\Omega \subset \mathbb{R}^3$ be a domain, i.e., an open and connected set. We introduce the function spaces

\begin{align*}
C^{0,1}(\Omega) & := \{ u : \Omega \to \mathbb{R} : u \text{ Lipschitz continuous} \}, \\
C^k(\Omega) & := \{ u : \Omega \to \mathbb{R} : u \text{ is } k\text{-times continuously partially differentiable} \}, \\
C^\infty(\Omega) & := \bigcap_{k \in \mathbb{N}} C^k(\Omega), \\
\tilde{C}^{0,1}(\Omega) & := \{ u \in C^{0,1}(\Omega) : \text{supp } u \Subset \Omega \}, \\
\tilde{C}^\infty(\Omega) & := \{ u \in C^\infty(\Omega) : \text{supp } u \Subset \Omega \},
\end{align*}

where $\Theta \Subset \Omega$ means $\overline{\Theta}$ is compact and a subset of $\Omega$. The usual Lebesgue and Sobolev spaces will be denoted by

\begin{align*}
L^2(\Omega), \quad L^2_1(\Omega) & := L^2(\Omega) \cap \mathbb{R}^3_1, \\
H^1(\Omega), \quad H^1_1(\Omega) & := H^1(\Omega) \cap \mathbb{R}^3_1,
\end{align*}

where $\perp$ means orthogonality in $L^2(\Omega)$. We also introduce the Sobolev (Hilbert) spaces

\begin{align*}
R(\Omega) & := \{ E \in L^2(\Omega) : \text{rot } E \in L^2(\Omega) \}, \\
D(\Omega) & := \{ E \in L^2(\Omega) : \text{div } E \in L^2(\Omega) \}
\end{align*}

in the distributional sense and define the test functions or vector fields

\begin{align*}
\tilde{C}^\infty_{\Gamma_+}(\Omega) & := \{ \phi|_{\Omega} : \phi \in \tilde{C}^\infty(\mathbb{R}^3), \text{ dist}(\text{supp } \phi, \Gamma_+) > 0 \}
\end{align*}

and

\begin{align*}
\tilde{C}^{0,1}_{\Gamma_+}(\Omega) & := \{ \phi|_{\Omega} : \phi \in \tilde{C}^{0,1}(\mathbb{R}^3), \text{ dist}(\text{supp } \phi, \Gamma_+) > 0 \}.
\end{align*}

Note that $\tilde{C}^\infty = C^\infty(\overline{\Omega})$ and $\tilde{C}^{0,1} = C^{0,1}(\overline{\Omega})$. Now define

\begin{align*}
\tilde{H}^1_{\Gamma_+}(\Omega) & := \tilde{C}^\infty_{\Gamma_+}(\Omega), \\
\tilde{R}_{\Gamma_+}(\Omega) & := \tilde{C}^{0,1}_{\Gamma_+}(\Omega), \\
\tilde{D}_{\Gamma_+}(\Omega) & := \tilde{C}^\infty_{\Gamma_+}(\Omega)
\end{align*}

as closures of test functions (resp., fields). For $\Gamma_+ = \Gamma$ (resp., $\Gamma_+ = \Gamma$) we set

\begin{align*}
\tilde{H}^1(\Omega) & := \tilde{H}^1_{\Gamma_+}(\Omega), \\
\tilde{R}(\Omega) & := \tilde{R}_{\Gamma_+}(\Omega), \\
\tilde{D}(\Omega) & := \tilde{D}_{\Gamma_+}(\Omega).
\end{align*}

Moreover, we define the closed subspaces

\begin{align*}
R_0(\Omega) & := \{ E \in R(\Omega) : \text{rot } E = 0 \}, \\
D_0(\Omega) & := \{ E \in D(\Omega) : \text{div } E = 0 \}
\end{align*}

as well as $\tilde{R}_{\Gamma_+,0}(\Omega) := \tilde{R}_{\Gamma_+}(\Omega) \cap R_0(\Omega)$ and $\tilde{D}_{\Gamma_+,0}(\Omega) := \tilde{D}_{\Gamma_+}(\Omega) \cap D_0(\Omega)$. Furthermore, we introduce the weak spaces

\begin{align*}
\tilde{H}^1_{\Gamma_+}(\Omega) & := \{ u \in H^1(\Omega) : \langle u, \text{div } \Phi \rangle_{L^2(\Omega)} = -\langle \nabla u, \Phi \rangle_{L^2(\Omega)} \forall \Phi \in \tilde{C}^{0,1}_{\Gamma_+}(\Omega) \}, \\
\tilde{R}_{\Gamma_+}(\Omega) & := \{ E \in R(\Omega) : \langle E, \text{rot } \Phi \rangle_{L^2(\Omega)} = \langle \text{rot } E, \Phi \rangle_{L^2(\Omega)} \forall \Phi \in \tilde{C}^{0,1}_{\Gamma_+}(\Omega) \}, \\
\tilde{D}_{\Gamma_+}(\Omega) & := \{ H \in D(\Omega) : \langle H, \nabla \phi \rangle_{L^2(\Omega)} = -\langle \text{div } H, \phi \rangle_{L^2(\Omega)} \forall \phi \in \tilde{C}^\infty_{\Gamma_+}(\Omega) \}.
\end{align*}
and again for $\Gamma_r = \Gamma$ (resp., $\Gamma_\nu = \Gamma$) we set
\[ \mathcal{H}^1_r(\Omega) := \mathcal{H}^1_{\Gamma_\tau}(\Omega), \quad \mathcal{R}_r(\Omega) := \mathcal{R}_{\Gamma_\tau}(\Omega), \quad \mathcal{D}_r(\Omega) := \mathcal{D}_{\Gamma_\tau}(\Omega). \]
In (3) and (4), homogeneous scalar, tangential, and normal traces on $\Gamma_r$ (resp., $\Gamma_\nu$) are generalized.

**Remark 2.1.**
(i) In definitions (3) and (4), $\mathcal{C}^\infty_{\Gamma_\tau}(\Omega)$ and $\mathcal{C}^\infty_{\Gamma_\nu}(\Omega)$ can be replaced (by mollification) by $\mathcal{C}^0_{\Gamma_\tau}(\Omega)$ and $\mathcal{C}^0_{\Gamma_\nu}(\Omega)$, respectively.
(ii) In (4), $\mathcal{C}^\infty_{\Gamma_\tau}(\Omega)$ and $\mathcal{C}^\infty_{\Gamma_\nu}(\Omega)$ can be replaced (by continuity) by $\mathcal{D}_{\Gamma_\nu}(\Omega)$, $\mathcal{R}_{\Gamma_\nu}(\Omega)$, and $\mathcal{H}^1_{\Gamma_\tau}(\Omega)$, respectively. In the special case of no boundary conditions, for this continuity argument to hold, the density of $\mathcal{C}^\infty(\Omega)$ (resp., $\mathcal{C}^0(\Omega)$) in $\mathcal{D}(\Omega)$, $\mathcal{R}(\Omega)$, and $\mathcal{H}^1(\Omega)$, respectively, is needed. This is valid, e.g., if $\Omega$ has the segment property, which is a rather weak assumption and basically means that $\Gamma$ is continuous.

Moreover, we set
\[ \mathcal{R}_{\Gamma_\tau,0}(\Omega) := \mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{R}_0(\Omega), \quad \mathcal{D}_{\Gamma_\tau,0}(\Omega) := \mathcal{D}_{\Gamma_\tau}(\Omega) \cap \mathcal{D}_0(\Omega). \]
Note that by switching $\Gamma_r$ and $\Gamma_\nu$ we can define the respective boundary conditions on the other part of the boundary as well.

**Lemma 2.2.** The following inclusions hold:
(i) $\mathcal{H}^1_r(\Omega) \subset \mathcal{H}^1_{\Gamma_\tau}(\Omega)$, $\mathcal{R}_r(\Omega) \subset \mathcal{R}_{\Gamma_\tau}(\Omega)$, $\mathcal{D}_r(\Omega) \subset \mathcal{D}_{\Gamma_\tau}(\Omega)$.
(ii) $\nabla \mathcal{H}^1_r(\Omega) \subset \nabla \mathcal{H}^1_{\Gamma_\tau}(\Omega)$, $\nabla \mathcal{R}_r(\Omega) \subset \nabla \mathcal{R}_{\Gamma_\tau}(\Omega)$.
(iii) $\text{rot} \mathcal{H}^1_r(\Omega) \subset \mathcal{H}^1_{\Gamma_\tau}(\Omega)$, $\text{rot} \mathcal{R}_r(\Omega) \subset \mathcal{R}_{\Gamma_\tau}(\Omega)$.

Later we will show that in fact for all these spaces the strong and weak definitions of the boundary conditions coincide, i.e.,
\[ \mathcal{H}^1_{\Gamma_\tau}(\Omega) = \mathcal{H}^1_{\Gamma_\tau}(\Omega), \quad \mathcal{R}_{\Gamma_\tau}(\Omega) = \mathcal{R}_{\Gamma_\tau}(\Omega), \quad \mathcal{D}_{\Gamma_\tau}(\Omega) = \mathcal{D}_{\Gamma_\tau}(\Omega), \]
which is an important feature of these Sobolev spaces. In the case of full boundary conditions this can be seen from the following perspective: Define the unbounded linear rotation operator
\[ \text{Rot} : \mathcal{C}^\infty(\Omega) \subset L^2(\Omega) \rightarrow L^2(\Omega). \]
By its closure
\[ \overline{\text{Rot}} : \mathcal{R}(\Omega) \subset L^2(\Omega) \rightarrow L^2(\Omega), \]
the differential operator “rot” is extended to elements of $\mathcal{R}(\Omega)$ and its adjoint
\[ \text{Rot}^* : H \subset L^2(\Omega) \rightarrow L^2(\Omega). \]
further generalizes the operator to the larger space $\mathbb{R}(\Omega)$. We have $\text{Rot} \subset \overline{\text{Rot}} \subset \text{Rot}^*$. Moreover,

$$(\text{Rot}^*)^* : \overline{\mathcal{R}}(\Omega) \subset L^2(\Omega) \quad \overline{\text{rot}} \quad \overline{\text{rot}}^* ,$$

and since $\overline{\text{Rot}} = (\text{Rot}^*)^*$, we in particular have $\overline{\text{Rot}}(\Omega) = \overline{D((\text{Rot}^*)^*)} = \overline{D((\text{Rot}^*)^*)} = \overline{D((\text{Rot}^*)^*)}$, without any assumptions about the regularity (or boundedness) of $\Omega$ or $\partial \Omega$. Analogously we have $\text{Grad}, \overline{\text{Grad}}, \text{Grad}^*$, and $\overline{\text{Grad}} = (\text{Grad}^*)^*$ for the gradient operator “$\nabla$” as well as $\text{Div}, \overline{\text{Div}}, \text{Div}^*$, and $\overline{\text{Div}} = (\text{Div}^*)^*$ for the divergence operator “$\text{div}$”.

This way we also get $\overline{\text{Rot}}(\Omega) = \overline{\text{Rot}}(\Omega)$, $\overline{\text{Rot}}(\Omega) = \overline{\text{Rot}}(\Omega)$, $\overline{\text{Rot}}(\Omega) = \overline{\text{Rot}}(\Omega)$.

In the case of mixed boundary conditions we may consider the operator

$$\text{Rot} : \mathcal{C}^\infty_{\Gamma_\tau}(\Omega) \subset L^2(\Omega) \quad \overline{\text{rot}} \quad \overline{\text{rot}} ,$$

its closure

$$\overline{\text{Rot}} : \mathcal{R}_{\Gamma_\tau}(\Omega) \subset L^2(\Omega) \quad \overline{\text{rot}} \quad \overline{\text{rot}} ,$$

and its adjoint

$$\text{Rot}^* : \mathcal{R}_{\Gamma_\nu}(\Omega) \subset L^2(\Omega) \quad \overline{\text{rot}} \quad \overline{\text{rot}} .$$

Then the double adjoint is again the rotation rot. Its domain of definition $D((\text{Rot}^*)^*)$ is the space of all $E \in \mathbb{R}(\Omega)$ such that

$$\forall \Phi \in \mathcal{R}_{\Gamma_\nu}(\Omega) \quad \langle E, \overline{\text{rot}} \Phi \rangle_{L^2(\Omega)} = \langle \overline{\text{rot}} E, \Phi \rangle_{L^2(\Omega)} ,$$

for which it is not clear whether it coincides with $\mathcal{R}_{\Gamma_\nu}(\Omega)$, since the test fields are a priori allowed to be taken not only from $\mathcal{R}_{\Gamma_\nu}(\Omega)$ but also from the possibly larger space $\mathcal{R}_{\Gamma_\nu}(\Omega)$. The same problem occurs for the operators “$\nabla$” and “$\text{div}$”. Therefore, the equalities (5) are not obvious consequences of simple functional analysis but need a detailed, technical argument.

### 2.1. Lipschitz domains.

Let $\Omega \subset \mathbb{R}^3$ be a bounded domain with boundary $\Gamma := \partial \Omega$. We introduce the setting we will be working in. Define (see Figure 2)

$$B := (-1,1)^3 \subset \mathbb{R}^3 , \quad B_{\pm} := \{ x \in B : \pm x_3 > 0 \} , \quad B_0 := \{ x \in B : x_3 = 0 \} ,$$

$$B_{0,\pm} := \{ x \in B_0 : \pm x_1 > 0 \} , \quad B_{0,0} := \{ x \in B_0 : x_1 = 0 \} .$$

**Definition 2.3.** $\Omega$ is called weak Lipschitz if the boundary $\Gamma$ is a Lipschitz submanifold, i.e., if there is a finite open covering $U_1, \ldots, U_K \subset \mathbb{R}^3$ of $\Gamma$ and vector fields $\phi_k : U_k \rightarrow B$, such that for $k = 1, \ldots, K$ the following hold:
(i) $\phi_k \in C^{0,1}(U_k, B)$ is bijective and $\psi_k := \phi_k^{-1} \in C^{0,1}(B, U_k)$; 
(ii) $\phi_k(U_k \cap \Omega) = B_-$.

**Remark 2.4.** For $k = 1, \ldots, K$ we have $\phi_k(U_k \setminus \overline{\Omega}) = B_+$ and $\phi_k(U_k \cap \Gamma) = B_0$.

**Definition 2.5.** Let $\Omega$ be weak Lipschitz. A relatively open subset $\Gamma_\tau$ of $\Gamma$ is called weak Lipschitz if $\Gamma_\tau$ is a Lipschitz submanifold of $\Gamma$, i.e., there exists an open covering $U_1, \ldots, U_k \subset \mathbb{R}^3$ of $\Gamma$ and vector fields $\phi_k := U_k \to B$, such that for all $k = 1, \ldots, K$ and in addition to (i) and (ii) in Definition 2.3 one of the following holds:

(iii) $U_k \cap \Gamma_\tau = \emptyset$; 
(iii') $U_k \cap \Gamma_\tau = U_k \cap \Gamma \Rightarrow \phi_k(U_k \cap \Gamma_\tau) = B_0$; 
(iii'') $\emptyset \neq U_k \cap \Gamma_\tau \neq U_k \cap \Gamma \Rightarrow \phi_k(U_k \cap \Gamma_\tau) = B_{0-}$.

We define $\Gamma_\nu := \Gamma \setminus \bigcup_{\tau} \Gamma_\tau$ to be the relatively open complement of $\Gamma_\tau$. See Figure 1.

**Definition 2.6.** A pair $(\Omega, \Gamma_\tau)$ conforming to Definitions 2.3 and 2.5 will be called weak Lipschitz.

**Remark 2.7.** For the cases (iii), (iii') and (iii'') in Definition 2.5 we further have that 

(iii) $U_k \cap \Gamma_\tau = \emptyset \Rightarrow U_k \cap \Gamma_\nu = U_k \cap \Gamma \Rightarrow \phi_k(U_k \cap \Gamma_\nu) = B_0$; 
(iii') $U_k \cap \Gamma_\tau = U_k \cap \Gamma \Rightarrow U_k \cap \Gamma_\nu = \emptyset$; 
(iii'') $\emptyset \neq U_k \cap \Gamma_\tau \neq U_k \cap \Gamma \Rightarrow \emptyset \neq U_k \cap \Gamma_\nu \neq U_k \cap \Gamma \Rightarrow \phi_k(U_k \cap \Gamma_\nu) = B_{0+}$ and $\phi_k(U_k \cap \Gamma_\tau \cap \Gamma_\nu) = B_{0,0}$.

In the literature a bounded domain $\Omega \subset \mathbb{R}^3$ is called (strong) Lipschitz if there is an open covering $U_1, \ldots, U_K \subset \mathbb{R}^3$ and rigid body motions $R_k = A_k + a_k$, $A_k$ orthogonal, $a_k \in \mathbb{R}^3$, $k = 1, \ldots, K$, such that with $\xi_k \in C^{0,1}(I^2, I)$, $k = 1, \ldots, K$, and $I = (-1, 1)$

$$R_k(U_k \cap \Omega) = \{x \in B : x_3 < \xi_k(x'), \quad x' = (x_1, x_2)\},$$

holds. Then $R_k(U_k \cap \Gamma) = \{x \in B : x_3 = \xi_k(x'), \quad x_1 < \zeta_k(x_2)\}$. A relatively open subset $\Gamma_\tau \subset \Gamma$ is called (strong) Lipschitz if with $\zeta_k \in C^{0,1}(I, I)$

$$\emptyset \neq U_k \cap \Gamma_\tau \neq U_k \cap \Gamma \Rightarrow R_k(U_k \cap \Gamma_\tau) = \{x \in B : x_3 = \xi_k(x'), \quad x_1 < \zeta_k(x_2)\}$$

holds. With this, $R_k(U_k \setminus \overline{\Omega}) = \{x \in B : x_3 > \xi_k(x')\}$ and for $\emptyset \neq U_k \cap \Gamma_\tau \neq U_k \cap \Gamma$

$$R_k(U_k \cap \Gamma_\nu) = \{x \in B : x_3 = \xi_k(x'), \quad x_1 > \zeta_k(x_2)\},$$

$$R_k(U_k \cap \Gamma_\tau \cap \Gamma_\nu) = \{x \in B : x_3 = \xi_k(x'), \quad x_1 = \zeta_k(x_2)\}.$$
It holds that
- \( \Omega \) strong Lipschitz \( \Rightarrow \) \( \Omega \) weak Lipschitz,
- \( \Omega \) strong Lipschitz and \( \Gamma_\tau \) strong Lipschitz \( \Rightarrow (\Omega, \Gamma_\tau) \) weak Lipschitz pair,
as by setting
\[
\varphi_k : U_k \rightarrow B, \varphi_k(x) := \begin{bmatrix}
x_1 - \zeta(x_2) \\
x_2 \\
x_3 - \xi(x')
\end{bmatrix} \quad \phi_k := \varphi_k \circ R_k, \quad \psi_k := \phi_k^{-1}
\]
we can define Lipschitz transformations as in Definitions 2.3 and 2.5.

For later purposes we introduce special notation for the half-cube domain
\( \Xi := B_-, \gamma := \partial \Xi \)
and its relatively open boundary parts \( \gamma_\tau \) and \( \gamma_\nu := \gamma \setminus \tau_\tau \). We will only consider the cases
\( \gamma_\nu = \emptyset, \gamma_\nu = B_0, \gamma_\nu = B_{0,+} \),
and we note that \( \Xi \) and \( \gamma_\tau \) are strong Lipschitz.

2.2. Outline of the proof. Let \( (\Omega, \Gamma_\tau) \) be a weak Lipschitz pair for a bounded domain \( \Omega \subset \mathbb{R}^3 \).
- As a first step, we show by elementary arguments that \( H^1_{\Gamma_\tau}(\Omega) = \tilde{H}^1_{\Gamma_\tau}(\Omega) \), i.e., for the \( H^1 \)-spaces the strong and weak definitions of the boundary conditions coincide.
- In the second and essential step, we construct various \( H^1 \)-potentials on simple domains, mainly for the half-cube \( \Xi \) (see (6)), with the special boundary conditions (7), i.e.,
\[
\begin{align*}
\varvec{R}_{\gamma_\nu,0}(\Xi) & = \tilde{\varvec{R}}_{\gamma_\nu,0}(\Xi) = \nabla \tilde{H}^1_{\gamma_\nu}(\Xi), & \varvec{D}_{\gamma_\nu,0}(\Xi) & = \tilde{\varvec{D}}_{\gamma_\nu,0}(\Xi) = \text{rot } \tilde{H}^1_{\gamma_\nu}(\Xi), \\
L^2(\Xi) & = \text{div } \tilde{H}^1_{\gamma_\nu}(\Xi).
\end{align*}
\]
- In the third step, it is shown that the strong and weak definitions of the boundary conditions also coincide for the divergence and rotation spaces on the half-cube \( \Xi \) with the special boundary conditions (7), i.e.,
\[
\varvec{R}_{\gamma_\nu}(\Xi) = \tilde{\varvec{R}}_{\gamma_\nu}(\Xi), \quad \tilde{\varvec{D}}_{\gamma_\nu}(\Xi) = \varvec{D}_{\gamma_\nu}(\Xi).
\]
- The fourth step proves the compact embedding on the half-cube \( \Xi \) with the special boundary conditions (7), i.e.,
\[
\varvec{R}_{\gamma_\nu}(\Xi) \cap \tilde{\varvec{D}}_{\gamma_\nu}(\Xi) \hookrightarrow L^2(\Xi)
\]
is compact.
- In the fifth step, (8) is established for weak Lipschitz domains, i.e.,
\[
\varvec{R}_{\Gamma_\nu}(\Omega) = \tilde{\varvec{R}}_{\Gamma_\nu}(\Omega), \quad \tilde{\varvec{D}}_{\Gamma_\nu}(\Omega) = \varvec{D}_{\Gamma_\nu}(\Omega).
\]
- In the last step, we finally prove the compact embedding (9) for weak Lipschitz pairs, i.e.,
\[
\varvec{R}_{\Gamma_\nu}(\Omega) \cap \tilde{\varvec{D}}_{\Gamma_\nu}(\Omega) \hookrightarrow L^2(\Omega)
\]
is compact.
3. H^1-potentials. In this section H^1-potentials for irrotational or solenoidal L^2-vector fields or L^2-functions are obtained. For illustrative purposes we will first give the proofs for the half-cube \Xi with the special boundary conditions (7) which will also later be used as the image of the coordinate transformation that flattens out the boundary of a weak Lipschitz pair and then show how to adjust them for more general domains.

We start out with a density result for H^1-functions, i.e., the strong and weak definitions of the boundary conditions coincide for H^1-functions, which is first proved for a flat boundary and then generalized to weak Lipschitz pairs. The proof can be found in [6, Lemmas 2 and 3]. For the convenience of the reader we present a simplified proof, using our notation, in Appendix A.

**Lemma 3.1.** Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain and \((\Omega, \Gamma_r)\) be a weak Lipschitz pair as well as \( \hat{H}^1_{\Gamma_r}(\Omega) := \{u \in H^1(\Omega) : u|_{\Gamma_r} = 0\} \). Then \( \hat{H}^1_{\Gamma_r}(\Omega) = \hat{H}^1_r(\Omega) = H^1_r(\Omega) \).

**3.1. H^1-potentials without boundary conditions.** The next three lemmas ensure the existence of H^1-potentials without boundary conditions. Suppose \( \Omega \subset \mathbb{R}^3 \) is a bounded domain.

**Lemma 3.2.** Let \( \Omega \) be strong Lipschitz and simply connected. Then there exists a continuous linear operator \( \mathcal{T} : R_0(\Omega) \to H^1(\mathbb{R}^3) \) such that for all \( E \in R_0(\Omega) \)

\[ \nabla(\mathcal{T}E) = E \quad \text{in } \Omega. \]

Especially \( R_0(\Omega) = \nabla H^1(\Omega) = \nabla H^1_1(\Omega) \) and the potential depends continuously on the data. In particular these are closed subspaces of \( L^2(\Omega) \).

**Proof.** It is classical (standard Helmholtz decomposition) that \( R_0(\Omega) = \nabla H^1_1(\Omega) \) holds. Using Poincaré’s inequality the potential depends continuously on the data. By Calderon’s extension theorem we can extend any potential in \( H^1_1(\Omega) \) continuously to \( H^1(\mathbb{R}^3) \). \qed

**Lemma 3.3.** Let \( \Omega \) be strong Lipschitz such that \( \mathbb{R}^3 \setminus \overline{\Omega} \) is connected (i.e., \( \Gamma \) is connected). Then there exists a continuous linear operator\(^3\)

\[ \mathcal{T} : L^2(\Omega) \to H^1(\mathbb{R}^3) \cap D_0(\mathbb{R}^3) \]

such that for all \( H \in D_0(\Omega) \)

\[ \text{rot}(\mathcal{T}H) = H \quad \text{in } \Omega. \]

Especially \( D_0(\Omega) = \text{rot} H^1(\Omega) = \text{rot} (H^1(\Omega) \cap D_0(\Omega)) \) and the potential depends continuously on the data. In particular these are closed subspaces of \( L^2(\Omega) \).

\(^3\) Let \( X, Y, Z \) be normed spaces. We call an operator \( T : X \to Y \cap Z \) continuous if \( T_Y : X \to Y \) and \( T_Z : X \to Z \) are continuous.
A proof can be found in [6, Lemma 1]. For the convenience of the reader we repeat the proof using our notation.

Proof. Let \( \overline{\Omega} \) be a subset of \( B_\rho(0) \), the ball with radius \( \rho > 0 \) centered at the origin. Define \( \Theta := B_\rho(0) \setminus \overline{\Omega} \), and let \( \mathcal{E} : H^1(\Theta) \to H^1(B_\rho(0)) \) be a continuous linear operator, e.g., Calderon’s, extension operator. Because \( \Theta \) is connected, \( \| \nabla \cdot \|_{L_2(\Theta)} \) defines a norm on \( H^1_\perp(\Theta) \), which is equivalent to the \( H^1(\Theta) \)-norm by Poincaré’s inequality. Now define for \( H \in L^2(\Omega) \) the operator \( \mathcal{A} : L^2(\Omega) \to H^1(\Theta) \) by

\[
\forall \psi \in H^1\perp(\Theta), \quad \langle \nabla(\mathcal{A}H), \nabla \psi \rangle_{L^2(\Theta)} = \langle H, \nabla(\mathcal{E}\psi) \rangle_{L^2(\Omega)},
\]

which by the Lax–Milgram lemma is well defined, linear, and continuous. Next define \( \tilde{\psi} \in H^2(\Omega) \) to vanish on \( \Theta \) and in particular \( \nabla(\tilde{\psi}) \in L^2(\Theta) \). Thus \( \mathcal{A}H = 0 \) in \( \Omega \) yields

\[
\forall \psi \in H^1\perp(\Theta), \quad \langle \nabla(\mathcal{A}H), \nabla \psi \rangle_{L^2(\Theta)} = \langle H, \nabla(\mathcal{E}\psi) \rangle_{L^2(\Omega)} = 0,
\]

for \( H \in L^2(\Omega) \). Let \( \mathcal{A}H = 0 \) in \( \Omega \). Let \( \psi \in \mathcal{C}^\infty(\mathbb{R}^3), \alpha := |\Theta|^{-1} \int_\Theta \psi, \) and \( \tilde{\psi} := \psi|_\Theta - \alpha \in H^1\perp(\Theta) \), where \( |\Theta| \) denotes the Lebesgue measure of \( \Theta \). Then

\[
\langle BH, \nabla \psi \rangle_{L^2(\Omega)} = \langle H, \nabla(\psi) \rangle_{L^2(\Theta)} - \langle \nabla(\mathcal{A}H), \nabla \psi \rangle_{L^2(\Theta)} = \langle H, \nabla(\psi - \mathcal{E}\tilde{\psi}) \rangle_{L^2(\Omega)} = \langle H, \nabla \varphi \rangle_{L^2(\Omega)},
\]

where \( \varphi := \psi - \mathcal{E}\tilde{\psi} - \alpha \in H^1(\Omega) \). Since \( \varphi \) vanishes on \( \Theta \), we have that \( \varphi \in \mathcal{C}^\infty(\mathbb{R}^3), \) \( \int_\Omega \varphi = 0 \), \( \int_\Omega \nabla \cdot \varphi = 0 \), i.e., \( \nabla(BH) = 0 \) on \( \mathbb{R}^3 \). Thus \( \xi \cdot \nabla(\mathcal{A}H) = 0 \). But then \( \text{rot}(\mathcal{T}_\ell H) = BH \) in \( \mathbb{R}^3 \) as

\[
\text{rot}(\mathcal{T}_\ell H) = -\mathcal{F}^{-1}(\xi \times \mathcal{A}H) = \mathcal{F}^{-1} \mathcal{F}BH
\]

and in particular \( \text{rot}(\mathcal{T}_\ell H) = H \) in \( \Omega \). \( \square \)
Using the same method, a divergence potential for an $L^2$ function can be obtained.

**Lemma 3.4.** There exists a continuous linear operator

$$T_d : L^2(\Omega) \to H^1(\mathbb{R}^3) \cap R_0(\mathbb{R}^3)$$

such that for all $h \in L^2(\Omega)$

$$\text{div}(T_d h) = h \quad \text{in } \Omega.$$  

Especially $L^2(\Omega) = \text{div} H^1(\Omega) = \text{div} (H^1(\Omega) \cap R_0(\Omega))$ and the potential depends continuously on the data. In particular these are closed subspaces of $L^2(\Omega)$.

**Proof.** Let $\tilde{h}$ be the extension of $h$ into $\mathbb{R}^3$ by zero. For the Fourier transform $\mathcal{F}$,

$$\mathcal{F}(\tilde{h}) \in L^\infty(\mathbb{R}^3) \cap L^2(\mathbb{R}^3)$$

holds, and thus $\hat{H} \in L^2(\mathbb{R}^3)$ with

$$\hat{H} := \frac{\xi}{|\xi|^2} \mathcal{F}(\tilde{h}).$$

Then

$$T_d h := -i\mathcal{F}^{-1}\hat{H} \in H^1(\mathbb{R}^3),$$

and since $\xi \times \hat{H} = 0$,

$$\text{rot } T_d h = \mathcal{F}^{-1}(\xi \times \hat{H}) = 0$$

follows, i.e., $T_d h \in H^1(\mathbb{R}^3) \cap R_0(\mathbb{R}^3)$, and $T_d$ is a continuous linear operator from $L^2(\Omega)$ to $H^1(\mathbb{R}^3) \cap R_0(\mathbb{R}^3)$. Finally, $\text{div } T_d h = \tilde{h}$ in $\mathbb{R}^3$ as

$$\text{div } T_d h = \mathcal{F}^{-1}(\xi \cdot \hat{H}) = \mathcal{F}^{-1} \mathcal{F} \mathcal{B} \tilde{h}$$

and in particular $\text{div } T_d h = h$ in $\Omega$. \hfill \Box

**Remark 3.5.** Suppose that $\Theta \subset \mathbb{R}^3$ is a domain with $\overline{\Theta} \subset \Theta$. Using a cutting technique we can choose continuous linear potential operators $T_{\nu} : R_0(\Omega) \to H^1(\Theta)$, $T_{\nu} : L^2(\Omega) \to H^1(\Theta)$, and $T_d : L^2(\Omega) \to H^1(\Theta)$ with $\nabla(T_{\nu} E) = E$, $\text{rot } T_d H = H$, and $\text{div } T_d h = h$ for $E \in R_0(\Omega)$, $H \in D_0(\Omega)$, and $h \in L^2(\Omega)$, respectively.

**3.2. $H^1$-potentials with boundary conditions.** Now we start constructing $H^1$-potentials with boundary conditions. Let us recall our special setting on the half-cube

$$\Xi = B_- \quad \text{and} \quad \gamma_\nu = \emptyset, \quad \gamma_\nu = B_0 \quad \text{or} \quad \gamma_\nu = B_{0,+}.$$ 

Furthermore (see Figure 2), we extend $\Xi$ over $\gamma_\nu$ by

$$\hat{\Xi} = \text{int}(\Xi \cup \Xi),$$

$$\hat{\Xi} := \begin{cases} \{x \in B : x_3 > 0\} = B_+ & \text{if } \gamma_\nu = B_0, \\ \{x \in B : x_3 > 0, x_1 > 0\} = \{x \in B_+ : x_1 > 0\} = B_{+,+} & \text{if } \gamma_\nu = B_{0,+}. \end{cases}$$
Theorem 3.6. There exists a continuous linear operator

$$S_{\nabla} : \mathcal{R}_{\gamma_{\nu},0}(\Xi) \to H^{1}(\mathbb{R}^{3}) \cap H^{1}_{\gamma_{\nu}}(\Xi)$$

such that for all $E \in \mathcal{R}_{\gamma_{\nu},0}(\Xi)$

$$\nabla(S_{\nabla}E) = E \quad \text{in} \ \Xi.$$

Especially $\mathcal{R}_{\gamma_{\nu},0}(\Xi) = \mathcal{R}_{\gamma_{\nu},0}(\Xi) = \nabla H^{1}_{\gamma_{\nu}}(\Xi)$ and the potential depends continuously on the data. In particular these are closed subspaces of $L^{2}(\Omega)$.

Remark 3.7. The latter theorem is also from [6, Lemma 4]. Nevertheless, we will give a modified and simplified proof. Moreover, as the proof will show, the result holds for more general domains. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded and simply connected domain, and let $(\Omega, \Gamma_{\nu})$ be a weak Lipschitz pair, such that $\Gamma_{\nu}$ is connected. Then a potential operator $S_{\nabla} : \mathcal{R}_{\Gamma_{\nu},0}(\Omega) \to H^{1}_{\Gamma_{\nu}}(\Omega)$ exists and

$$\mathcal{R}_{\Gamma_{\nu},0}(\Omega) = \mathcal{R}_{\Gamma_{\nu},0}(\Omega) = \nabla H^{1}_{\Gamma_{\nu}}(\Omega).$$

If $\Omega$ is even strong Lipschitz, a continuous potential operator

$$S_{\nabla} : \mathcal{R}_{\Gamma_{\nu},0}(\Omega) \to H^{1}(\mathbb{R}^{3}) \cap H^{1}_{\Gamma_{\nu}}(\Omega)$$

can be chosen.

Proof. The case $\gamma_{\nu} = \emptyset$ is well known, i.e., $\mathcal{R}_{0}(\Xi) = \mathcal{R}_{0}(\Xi) = \nabla H^{1}(\Xi) = \nabla H^{1}_{\perp}(\Xi)$; see Lemma 3.2. The other two cases can be treated together. We have

$$\nabla H^{1}_{\gamma_{\nu}}(\Xi) \subset \mathcal{R}_{\gamma_{\nu},0}(\Xi) \subset \mathcal{R}_{\gamma_{\nu},0}(\Xi)$$

and need to show that $\mathcal{R}_{\gamma_{\nu},0}(\Xi) \subset \nabla H^{1}_{\gamma_{\nu}}(\Xi)$. Suppose $E \in \mathcal{R}_{\gamma_{\nu},0}(\Xi)$, and define $\tilde{E} \in L^{2}(\Xi)$ by

$$\tilde{E} := \begin{cases} E & \text{in} \ \Xi, \\ 0 & \text{in} \ \hat{\Xi}. \end{cases}$$
It follows that \( \text{rot} \tilde{E} = 0 \) in \( \tilde{\Xi} \), as for any \( \Phi \in \tilde{C}_c^\infty(\tilde{\Xi}) \), due to \( \pi_\tau \subset \partial \tilde{\Xi} \), also \( \Phi \in \tilde{C}_c^\infty(\Xi) \), and thus
\[
0 = \langle E, \text{rot} \Phi \rangle_{L^2(\Xi)} = \langle \tilde{E}, \text{rot} \Phi \rangle_{L^2(\tilde{\Xi})},
\]
which means \( \tilde{E} \in R_0(\tilde{\Xi}) \). Because \( \tilde{\Xi} \) is simply connected, there exists a potential \( u \in H^1(\tilde{\Xi}) \) with
\[
\tilde{E} = \nabla u \text{ in } \tilde{\Xi}.
\]
In particular, \( \nabla u = 0 \) in \( \hat{\Xi} \), which implies \( u = c \) in \( \tilde{\Xi} \) for some constant \( c \in \mathbb{R} \). Define \( \tilde{u} := u - c \in H^1(\tilde{\Xi}) \).

Note that \( \tilde{u} = 0 \) in \( \tilde{\Xi} \), so \( \tilde{u}|_{\gamma_\nu} = 0 \) follows, which means \( \tilde{u} \in \tilde{H}^1_{\nu}(\Xi) \) and with Lemma 3.1 (\( \Omega = \Xi \), \( \Gamma_\tau = \gamma_\nu \)) we conclude that \( \tilde{u} \in \tilde{H}^1_{\nu}(\Xi) \). Moreover, \( \nabla \tilde{u} = \nabla u = E \) in \( \Xi \). By Poincaré’s inequality the potential \( \tilde{u} \) depends continuously on the data.

Using Calderon’s extension theorem we can extend any potential in \( \tilde{H}^1_{\nu}(\Xi) \) continuously to \( H^1(\mathbb{R}^3) \).

Next up is the existence of an \( H^1 \)-potential for divergence-free fields subject to the special normal boundary condition. This theorem is a modification of [6, Theorem 1], where the potential is only in \( \tilde{R}_{\Gamma_\nu} \).

**Theorem 3.8.** There exists a continuous linear operator
\[
\mathcal{S}_r : \ddot{D}_{\gamma_\nu,0}(\Xi) \to H^1(\mathbb{R}^3) \cap \tilde{H}^1_{\nu}(\Xi)
\]
such that for all \( H \in \ddot{D}_{\gamma_\nu,0}(\Xi) \)
\[
\text{rot}(\mathcal{S}_r H) = H \text{ in } \Xi.
\]

Especially \( \ddot{D}_{\gamma_\nu,0}(\Xi) = \ddot{D}_{\gamma_\nu,0}(\Xi) = \text{rot} \tilde{H}^1_{\nu}(\Xi) = \text{rot} \tilde{R}_{\gamma_\nu}(\Xi) = \text{rot} \tilde{R}_{\gamma_\nu}(\Xi) \) and the \( \tilde{H}^1_{\nu}(\Xi) \)-potential depends continuously on the data. In particular these are closed subspaces of \( L^2(\Omega) \).

**Proof.** We start with the case \( \gamma_\nu = \emptyset \). By Lemma 3.3, \( D_0(\Xi) = D_0(\Xi) = \text{rot} H^1(\Xi) \) and we can set \( \mathcal{S}_r H := T_r H \in H^1(\mathbb{R}^3) \) with \( \text{rot}(\mathcal{S}_r H) = H \) in \( \Xi \). The other two cases can be treated together. Suppose \( H \in \ddot{D}_{\gamma_\nu,0}(\Xi) \), and define \( \tilde{H} \in L^2(\tilde{\Xi}) \) by
\[
\tilde{H} := \begin{cases} H & \text{in } \Xi, \\ 0 & \text{in } \hat{\Xi}. \end{cases}
\]

It follows that \( \text{div} \tilde{H} = 0 \) in \( \tilde{\Xi} \), as for any \( \psi \in \tilde{C}_c^\infty(\tilde{\Xi}) \), due to \( \pi_\tau \subset \partial \tilde{\Xi} \), also \( \psi \in \tilde{C}_c^\infty(\Xi) \), and thus
\[
0 = \langle H, \nabla \psi \rangle_{L^2(\Xi)} = \langle \tilde{H}, \nabla \psi \rangle_{L^2(\tilde{\Xi})},
\]
which means that \( \tilde{H} \in D_0(\tilde{\Xi}) \). Because \( \mathbb{R}^3 \setminus \Xi \) is connected, Lemma 3.3 yields that \( \pi_\tau \tilde{H} = H^1(\mathbb{R}^3) \cap D_0(\mathbb{R}^3) \) with \( \text{rot}(\pi_\tau \tilde{H}) = \tilde{H} \) in \( \tilde{\Xi} \). In particular, \( \pi_\tau \tilde{H} \in H^1(\tilde{\Xi}) \) and
\[ \text{rot}(\mathcal{T}_r \mathcal{H}) = 0 \text{ in } \hat{\Xi}. \] Because \( \hat{\Xi} \) is simply connected, there exists a unique \( \varphi \in H^1_\perp(\hat{\Xi}) \) with

\[ \mathcal{T}_r \mathcal{H} = \nabla \varphi \text{ in } \hat{\Xi}. \]

Since \( \mathcal{T}_r \mathcal{H} \in H^1(\hat{\Xi}) \), we have \( \varphi \in H^2(\hat{\Xi}) \). Let \( \mathcal{E} : H^2(\hat{\Xi}) \to H^2(\mathbb{R}^3) \) be a continuous, linear extension operator, for example, that of Calderon. Then

\[ S_r : D_{\gamma_r,0}(\Xi) \to H^1(\mathbb{R}^3) \]

is linear and continuous. Since \( S_r \mathcal{H} = 0 \) in \( \hat{\Xi} \), we have \( S_r \mathcal{H}|_{\gamma_r} = 0 \), which means \( S_r \mathcal{H} \in H^1_{\gamma_r}(\Xi) \). Hence \( S_r \mathcal{H} \in H^1_{\gamma_r}(\Xi) \subset \hat{\mathcal{D}}_{\gamma_r}(\Xi) \subset \hat{\mathcal{R}}_{\gamma_r}(\Xi) \) by Lemma 3.1. Moreover,

\[ \text{rot}(S_r \mathcal{H}) = H \text{ in } \Xi, \]

as \( \text{rot}(S_r \mathcal{H}) = \text{rot}(\mathcal{T}_r \mathcal{H}) = \hat{\mathcal{H}} \) even in \( \hat{\Xi} \). Recalling Lemma 2.2 we see that

\[ \hat{\mathcal{D}}_{\gamma_r,0}(\Xi) \subset \hat{\mathcal{D}}_{\gamma_r,0}(\Xi) \subset \text{rot} \hat{\mathcal{D}}_{\gamma_r}(\Xi) \subset \text{rot} \hat{\mathcal{R}}_{\gamma_r}(\Xi) \subset \hat{\mathcal{D}}_{\gamma_r,0}(\Xi) \]

and \( \text{rot} \hat{\mathcal{R}}_{\gamma_r}(\Xi) \subset \text{rot} \hat{\mathcal{R}}_{\gamma_r}(\Xi) \subset \hat{\mathcal{D}}_{\gamma_r,0}(\Xi) \), completing the proof.

Remark 3.9. Inspection of the above proof shows that the latter theorem holds for more general domains. Let \( \Omega \subset \mathbb{R}^3 \) be a bounded strong Lipschitz domain, such that \( \mathbb{R}^3 \backslash \Omega \) is connected, and let \( \Gamma = \bigcup_{k=1}^K \Gamma_{\nu,k} \), \( K \in \mathbb{N} \), with disjoint, relatively open and simply connected strong Lipschitz surface patches \( \Gamma_{\nu,k} \subset \Gamma \), where \( \text{dist}(\Gamma_{\nu,k}, \Gamma_{\nu',\ell}) > 0 \) for all \( 1 \leq k \neq \ell \leq K \). Now extend \( \Omega \) over \( \Gamma_{\nu,k} \) by \( \Omega_k \), let \( \hat{\Omega} \) denote the interior of \( \overline{\Omega} \cup \Omega_1 \cup \ldots \cup \Omega_K \), and define \( \hat{\mathcal{H}} \) like in (11). Then \( \mathcal{H} \in D_0(\hat{\Omega}) \). Lemma 3.3 yields \( \mathcal{T}_r \mathcal{H} \in H^1(\hat{\Omega}) \cap D_0(\mathbb{R}^3) \) with \( \text{rot}(\mathcal{T}_r \mathcal{H}) = \hat{\mathcal{H}} \) in \( \hat{\Omega} \). Again \( \text{rot}(\mathcal{T}_r \mathcal{H}) = 0 \) in \( \hat{\Omega}_k \) for \( k = 1, \ldots, K \). Continuing analogously and since the \( \hat{\Omega}_k \) are simply connected, there exist unique potentials \( \varphi_1, \ldots, \varphi_K \in H^1_\perp(\hat{\Omega}_k) \) with \( \mathcal{T}_r \mathcal{H} = \nabla \varphi_k \) in \( \hat{\Omega}_k \). As before, \( \varphi_k \in H^2(\hat{\Omega}_k) \). Let \( \mathcal{E}_k : H^2(\hat{\Omega}_k) \to H^2(\mathbb{R}^3), k = 1, \ldots, K, \) be extension operators. By cutting off appropriately it can be arranged that \( \text{supp}(\mathcal{E}_k \varphi_k) \cap \overline{\Omega_k} = \emptyset \) for all \( 1 \leq k \neq \ell \leq K \). We define

\[ S_r \mathcal{H} := \mathcal{T}_r \mathcal{H} - \sum_{k=1}^K \nabla(\mathcal{E}_k \varphi_k) \in H^1(\mathbb{R}^3). \]

Again from \( S_r \mathcal{H} = 0 \) in \( \hat{\Omega}_k, k = 1, \ldots, K \), \( S_r \mathcal{H}|_{\gamma_r} = 0 \) follows, which means that \( S_r \mathcal{H} \in H^1_{\gamma_r}(\Omega) \), and therefore

\[ S_r \mathcal{H} \in H^1_{\gamma_r}(\Omega) \subset \hat{\mathcal{R}}_{\gamma_r}(\Omega) \subset \hat{\mathcal{R}}_{\gamma_r}(\Omega). \]

Moreover, \( \text{rot}(S_r \mathcal{H}) = H \) in \( \Omega \), as \( \text{rot}(S_r \mathcal{H}) = \text{rot}(\mathcal{T}_r \mathcal{H}) = \hat{\mathcal{H}} \) even in \( \hat{\Omega} \).

Theorem 3.10. There exists a continuous linear operator

\[ S_d : L^2(\Xi) \to H^1(\mathbb{R}^3) \cap H^1_{\gamma_r}(\Xi) \]
such that for all $h \in L^2(\Xi)$
\[
\text{div}(S_d h) = h \text{ in } \Xi.
\]
Especially $L^2(\Xi) = \text{div} \circ H^1_{\gamma_\nu}(\Xi) = \text{div} \circ D_{\gamma_\nu}(\Xi)$ and the $\text{H}^1_{\gamma_\nu}(\Xi)$-potential depends continuously on the data. In particular these are closed subspaces of $L^2(\Omega)$.

Proof. The case $\gamma_\nu = \emptyset$ immediately follows from Lemma 3.4, as for $h \in L^2(\Xi)$ we define
\[
S_d h := T_d h \in H^1(\mathbb{R}^3) \cap R_0(\mathbb{R}^3).
\]
The other two cases can again be handled together. Instead of extending $\Xi$ over $\gamma_\nu$ by a rectangle (as before), we extend it by a bubble in a way that $\hat{\Xi}$ has a $C^3$-boundary and $\hat{\Xi} \cap \Xi = \gamma_\nu$; see Figure 3. This smoothness of $\hat{\Xi}$ allows for a later application of a standard Maxwell regularity result [23]. Now let $h \in L^2(\Xi)$ and define $\tilde{h} \in L^2(\hat{\Xi})$ by
\[
\tilde{h} := \begin{cases} h & \text{in } \Xi, \\ 0 & \text{in } \hat{\Xi}. \end{cases}
\]
Lemma 3.4 yields
\[
T_d \tilde{h} \in H^1(\mathbb{R}^3) \cap R_0(\mathbb{R}^3)
\]
with
\[
\text{div}(T_d \tilde{h}) = \tilde{h} \text{ in } \hat{\Xi}.
\]
In particular, $T_d \tilde{h} \in H^1(\hat{\Xi})$ and $\text{div}(T_d \tilde{h}) = 0$ in $\hat{\Xi}$. Because $\mathbb{R}^3 \setminus \hat{\Xi}$ is connected, by Lemma 3.3 there exists a potential $\Phi \in H^1(\mathbb{R}^3) \cap D_0(\mathbb{R}^3)$ with
\[
T_d \Phi = \text{rot } \Phi \text{ in } \hat{\Xi},
\]
so $\text{rot } \Phi \in H^1(\hat{\Xi})$. Let $\pi$ be the Helmholtz projector$^2$ onto solenoidal fields $\tilde{D}_0(\hat{\Xi})$.

---

$^2$For $F \in L^2(\hat{\Xi})$ solve by Lax–Milgram
\[
\forall \varphi \in H^1_1(\hat{\Xi}), \quad \langle \nabla u, \nabla \varphi \rangle_{L^2(\hat{\Xi})} = \langle E, \nabla \varphi \rangle_{L^2(\hat{\Xi})}
\]
with $u \in H^1_1(\hat{\Xi})$. Then the projector $\pi$ is given by $\pi E := E - \nabla u \in (\nabla H^1_1(\hat{\Xi}))^\perp$ since it holds that $(\nabla H^1_1(\hat{\Xi}))^\perp = (\nabla H^1(\hat{\Xi}))^\perp = \tilde{D}_0(\hat{\Xi})$. 

---

**Fig. 3.** The half-cube $\Xi = B_-$, extended by a $C^3$-domain $\hat{\Xi}$ to $\tilde{\Xi}$, and the rectangles $\gamma_\nu = B_0$ and $\gamma_\nu = B_{0,+}$. 
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With $\Phi \in H^1(\hat{\Xi}) \subset \mathcal{R}(\hat{\Xi})$ it follows that $\pi \Phi \in \mathcal{R}(\hat{\Xi}) \cap \overset{\circ}{\mathcal{D}}_0(\hat{\Xi})$ and we have that $\text{rot} \, \pi \Phi = \text{rot} \, \Phi \in H^1(\hat{\Xi})$. Thus $\pi \Phi \in H^1(\hat{\Xi})$ by standard Maxwell regularity [23]. Let $\mathcal{E} : H^2(\hat{\Xi}) \to H^2(\mathbb{R}^3)$ be a continuous, linear extension operator, for example that of Calderon. Define

$$S_d h := T_d h - \text{rot}(\mathcal{E} \pi \Phi) \in H^1(\mathbb{R}^3).$$

Then $S_d : L^2(\Xi) \to H^1(\mathbb{R}^3)$ is linear and continuous. With $S_d h = 0$ in $\hat{\Xi}$ we see that $S_d h|_{\gamma_\nu} = 0$, which means $S_d h \in H^1_{\gamma_\nu}(\Xi)$ and with Lemma 3.1 it follows that $S_d h \in H^1_{\gamma_\nu}(\Xi) \subset \overset{\circ}{\mathcal{R}}_{\gamma_\nu}(\Xi) \subset \overset{\circ}{\mathcal{R}}_{\gamma_\nu}(\Xi)$. Moreover,

$$\text{div}(S_d h) = h \quad \text{in} \, \Xi,$$

as $\text{div}(S_d h) = \text{div}(T_d h) = \tilde{h}$ even in $\hat{\Xi}$.

**Remark 3.11.** Theorem 3.10 again holds for more general domains $\Omega \subset \mathbb{R}^3$. For example, $\Omega$ can be a bounded strong Lipschitz domain with

$$\Gamma_\nu = \bigcup_{k=1}^K \Gamma_{\nu,k}, \quad K \in \mathbb{N},$$

where $\text{dist}(\Gamma_{\nu,k}, \Gamma_{\nu,\ell}) > 0$ for all $1 \leq k \neq \ell \leq K$ and $\Gamma_{\nu,k}$ are $C^3$-boundary patches allowing for $C^3$-regular extensions $\hat{\Omega}_{\nu,k}$ having connected complements $\mathbb{R}^3 \setminus \hat{\Omega}_{\nu,k}$. If $\Gamma_\nu = \Gamma$, then the right-hand side $h$ must have vanishing mean value, i.e., $h \in L^2_\perp(\Omega)$.

We note that in the case of $\gamma_\nu = \gamma$ (resp., $\Gamma_\nu = \Gamma$), Theorem 3.10 (resp., Remark 3.11) is a well-known result for bounded Lipschitz domains. An elegant proof can be found in [21, Lemma 2.1.1]. See also [1, Lemma 3.2] for more recent results including mixed boundary conditions, where it has been shown that Theorem 3.10 (resp., Remark 3.11) even holds for general bounded strong Lipschitz pairs $(\Xi, \gamma_\nu)$ (resp., $(\Omega, \Gamma_\nu)$).

### 3.3. Weak equals strong for the half-cube in terms of boundary conditions.

Now the two main density results immediately follow. We note that this has already been proved for the $H^1(\Omega)$-spaces in Lemma 3.1, i.e., $\overset{\circ}{\mathcal{H}}^1_{\Gamma_\nu}(\Omega) = H^1_{\Gamma_\nu}(\Omega)$.

**Theorem 3.12.** $\overset{\circ}{\mathcal{R}}_{\gamma_\nu}(\Xi) = \overset{\circ}{\mathcal{R}}_{\gamma_\nu}(\Xi)$ and $\overset{\circ}{\mathcal{D}}_{\gamma_\nu}(\Xi) = \overset{\circ}{\mathcal{D}}_{\gamma_\nu}(\Xi)$.

**Proof.** Suppose $E \in \overset{\circ}{\mathcal{R}}_{\gamma_\nu}(\Xi)$ and thus $\text{rot} \, E \in \overset{\circ}{\mathcal{D}}_{\gamma_\nu,0}(\Xi)$. By Theorem 3.8 there is $\hat{E} \in \mathcal{R}_{\gamma_\nu}(\Xi)$ with $\text{rot} \, \hat{E} = \text{rot} \, E$. By Theorem 3.6 we get $E - \hat{E} \in \overset{\circ}{\mathcal{R}}_{\gamma_\nu,0}(\Xi) = \overset{\circ}{\mathcal{R}}_{\gamma_\nu,0}(\Xi)$ and hence $E \in \overset{\circ}{\mathcal{R}}_{\gamma_\nu}(\Xi)$. Analogously let $H \in \overset{\circ}{\mathcal{D}}_{\gamma_\nu}(\Xi)$ and thus $\text{div} \, H \in L^2(\Xi)$. By Theorem 3.10 there exists $\hat{H} \in \overset{\circ}{\mathcal{D}}_{\gamma_\nu}(\Xi)$ with $\text{div} \, \hat{H} = \text{div} \, H$. By Theorem 3.8 we get $H - \hat{H} \in \overset{\circ}{\mathcal{D}}_{\gamma_\nu,0}(\Xi) = \overset{\circ}{\mathcal{D}}_{\gamma_\nu,0}(\Xi)$ and hence $H \in \overset{\circ}{\mathcal{D}}_{\gamma_\nu}(\Xi)$.

---

3 Again, in this case $h$ must have vanishing mean value.
4. The compact embedding.

4.1. Compact embedding on the half-cube. First we show the main result on the half-cube $\Xi = B_-$ with the special boundary patch

$$\tilde{\gamma}_\nu = \emptyset, \quad \tilde{\gamma}_\nu = B_0, \quad \text{or} \quad \tilde{\gamma}_\nu = B_{0,+}$$

from the previous section. For this let $\varepsilon \in L^\infty(\Xi)$ be an admissible matrix field.

**Theorem 4.1.** The embedding $\mathring{R}_{\gamma_\nu}(\Xi) \cap \varepsilon^{-1}\mathring{D}_{\gamma_\nu}(\Xi) \hookrightarrow L^2(\Xi)$ is compact.

**Proof.** The cases of full boundary conditions, i.e., $\gamma_\tau = \gamma$ or $\gamma_\tau = \emptyset$, are well known; see the introduction. Suppose $\gamma_\nu = B_0$ or $\gamma_\nu = B_{0,+}$. Let $(H_n)_{n \in N}$ be a bounded sequence in $\mathring{R}_{\gamma_\nu}(\Xi) \cap \varepsilon^{-1}\mathring{D}_{\gamma_\nu}(\Xi)$. By Riesz’ representation theorem, for all $n \in N$ there exists a unique $u_n \in H^1_{\gamma_\nu}(\Xi)$ with

$$\langle \varepsilon \nabla u_n, \nabla \varphi \rangle_{L^2(\Xi)} = \langle \varepsilon H_n, \nabla \varphi \rangle_{L^2(\Xi)} \forall \varphi \in H^1_{\gamma_\nu}(\Xi).$$

(12)

Furthermore, $\|u_n\|_{H^1(\Xi)} \leq c\|H_n\|_{L^2(\Xi)}$ and without loss of generality (w.l.o.g.), by Rellich’s selection theorem, $(u_n)$ converges in $L^2(\Xi)$. By definition, (12) together with Theorem 3.8 implies

$$H_n - \nabla u_n \in \varepsilon^{-1}\mathring{D}_{\gamma_\nu,0}(\Xi) = \varepsilon^{-1}\mathring{D}_{\gamma_\nu,0}(\Xi)$$

and $\nabla u_n \in \mathring{R}_{\gamma_\nu,0}(\Xi)$ by Theorem 3.6, so

$$\tilde{H}_n := H_n - \nabla u_n \in \mathring{R}_{\gamma_\nu}(\Xi) \cap \varepsilon^{-1}\mathring{D}_{\gamma_\nu,0}(\Xi).$$

Now we apply Theorem 3.8 to $\varepsilon \tilde{H}_n$ and define $E_n := S_\varepsilon \tilde{H}_n \in H^1_{\gamma_\nu}(\Xi)$, which satisfies

$$\|E_n\|_{H^1(\Xi)} \leq c\|\tilde{H}_n\|_{L^2(\Xi)} \leq c\|H_n\|_{L^2(\Xi)},$$

w.l.o.g. by Theorem 3.8 and Rellich’s selection theorem. $(E_n)$ converges in $L^2(\Xi)$. Moreover, we observe that rot $E_n = \varepsilon \tilde{H}_n$, and thus

$$\|\sqrt{\varepsilon}(H_n - \tilde{H}_n)\|_{L^2(\Xi)}^2 = \langle \tilde{H}_n - \tilde{H}_m, \text{rot}(E_n - E_m) \rangle_{L^2(\Xi)}$$

$$= \langle \text{rot}(\tilde{H}_n - \tilde{H}_m), E_n - E_m \rangle_{L^2(\Xi)} \leq c\|E_n - E_m\|_{L^2(\Xi)},$$

as rot $\tilde{H}_n = \text{rot} H_n$. Thus $(\tilde{H}_n)$ converges in $L^2(\Xi)$. Moreover, (12) yields

$$\|\sqrt{\varepsilon}\nabla(u_n - u_m)\|_{L^2(\Xi)}^2 = \langle \varepsilon(H_n - H_m), \nabla(u_n - u_m) \rangle_{L^2(\Xi)}$$

$$= -\langle \text{div}(\varepsilon(H_n - H_m)), u_n - u_m \rangle_{L^2(\Xi)} \leq c\|u_n - u_m\|_{L^2(\Xi)},$$

and hence also $(\nabla u_n)$ converges in $L^2(\Xi)$, i.e., $(u_n)$ converges in $H^1(\Xi)$. Therefore, $(H_n)$ converges in $L^2(\Xi)$.

---

4 We equip $H^1_{\gamma_\nu}(\Xi)$ with the scalar product $\langle \varepsilon \nabla \cdot, \nabla \cdot \rangle_{L^2(\Xi)}$. 
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4.2. The compact embedding for weak Lipschitz domains. The aim of this section is to transfer Theorem 4.1 to arbitrary weak Lipschitz pairs \((\Omega, \Gamma_\tau)\). We need the technical lemma (Lemma 4.2); for a proof, see [17, section 3] or [25, Remark 2]. Let us consider the following situation: Let \(\Theta, \hat{\Theta}\) be two domains in \(\mathbb{R}^3\) with boundaries \(\Upsilon := \partial \Theta, \hat{\Upsilon} := \partial \hat{\Theta},\) and \(\Upsilon_0 \subset \Upsilon\), let us say, relatively open. Moreover, let

\[
\phi : \Theta \to \hat{\Theta}, \quad \psi := \phi^{-1} : \hat{\Theta} \to \Theta
\]

be Lipschitz diffeomorphisms, that is, \(\phi \in C^{0,1}(\Theta, \hat{\Theta})\) and \(\psi = \phi^{-1} \in C^{0,1}(\hat{\Theta}, \Theta)\). Hence there exists a constant \(c\) such that for all \(x \in \Theta\) and \(\hat{x} \in \hat{\Theta}\)

\[
0 < c \leq |\det \phi'(x)|, \quad |\det \psi'(\hat{x})| \leq 1/c.
\]

Then \(\hat{\Theta} = \phi(\Theta), \hat{\Upsilon} = \phi(\Upsilon)\) and we define \(\hat{\Upsilon}_0 := \phi(\Upsilon_0)\). To simplify the notation here and throughout this section and Appendix A we will use the notation

\[
\hat{u} := u \circ \psi, \quad \psi := v \circ \phi
\]

both for functions and for vector fields. We set, identify, and note that

\[
J := J_\phi = \psi' \in L^\infty(\hat{\Theta}), \quad J^\phi = J^{-1} \circ \phi = J^{-1} \in L^\infty(\Theta).
\]

**Lemma 4.2.** Suppose that \(u \in \hat{H}^1_{\hat{\Upsilon}_0}(\Theta), \ E \in \hat{R}_{\hat{\Upsilon}_0}(\Theta)\) (resp., \(E \in R_{\Upsilon_0}(\Theta)\)) and \(H \in \hat{D}_{\hat{\Upsilon}_0}(\Theta)\) (resp., \(H \in D_{\Upsilon_0}(\Theta)\)). Then

\[
\hat{u} \in \hat{H}^1_{\hat{\Upsilon}_0}(\hat{\Theta}) \quad \text{and} \quad \nabla \hat{u} = J^\tau \hat{\nabla} \hat{u},
\]

\[
J^\tau \hat{E} \in \hat{R}_{\hat{\Upsilon}_0}(\Theta) \quad \text{(resp., \(\hat{R}_{\Upsilon_0}(\Theta)\)) and} \quad \text{rot}(J^\tau \hat{E}) = (\det J)J^{-1}\text{rot }E,
\]

\[
(\det J)J^{-1} \hat{H} \in \hat{D}_{\hat{\Upsilon}_0}(\Theta) \quad \text{(resp., \(\hat{D}_{\Upsilon_0}(\Theta)\)) and} \quad \text{div}(\det J)J^{-1}\hat{H} = \det \text{div }\hat{H}.
\]

From now on, we make the following assumption.

**General assumption.** Let \((\Omega, \Gamma_\tau)\) be a weak Lipschitz pair as in Definitions 2.3 and 2.5.

We adjust Lemma 4.2 to our situation: Let \(U_1, \ldots, U_K\) be an open covering of \(\Gamma\) according to Definitions 2.3 and 2.5, and set \(U_0 := \Omega\). Therefore \(U_0, \ldots, U_K\) is an open covering of \(\Gamma\). Moreover, let \(\chi_k \in \hat{C}^\infty(U_k),\) \(k \in \{0, \ldots, K\}\), be a partition of unity subordinate to the open covering \(U_0, \ldots, U_K\). Now suppose \(k \in \{1, \ldots, K\}\). We define

\[
\Omega_k := U_k \cap \Omega, \quad \Gamma_k := U_k \cap \Gamma, \quad \Gamma_{\tau,k} := U_k \cap \Gamma_\tau, \quad \Gamma_{\nu,k} := U_k \cap \Gamma_\nu,
\]

\[
\hat{\Gamma}_k := \partial \Omega_k, \quad \Sigma_k := \hat{\Gamma}_k \setminus \Gamma_k, \quad \hat{\Gamma}_{\tau,k} := \text{int}(\Gamma_{\tau,k} \cup \Sigma_k), \quad \hat{\Gamma}_{\nu,k} := \text{int}(\Gamma_{\nu,k} \cup \Sigma_k),
\]

\[
\sigma := \gamma \setminus \overline{B}_0, \quad \hat{\gamma}_\tau := \text{int}(\gamma_\tau \cup \sigma), \quad \hat{\gamma}_\nu := \text{int}(\gamma_\nu \cup \sigma).
\]

Lemma 4.2 will from now on be used with

\[
\Theta := \Omega_k, \quad \hat{\Theta} := \Xi, \quad \phi := \phi_k : \Omega_k \to \Xi, \quad \psi := \psi_k : \Xi \to \Omega_k
\]

and with one of the following cases:

\[
\Upsilon_0 := \Gamma_{\tau,k}, \quad \hat{\Upsilon}_0 := \hat{\Gamma}_{\tau,k}, \quad \Upsilon_0 := \Gamma_{\nu,k} \quad \text{or} \quad \hat{\Upsilon}_0 := \hat{\Gamma}_{\nu,k}.
\]
Then $\hat{Y} = \hat{\Gamma}_k$ and $\hat{Y} = \phi_k(\hat{\Gamma}_k) = \gamma$ as well as (depending on the respective case)

$\hat{Y}_0 = \phi_k(\Gamma_{\tau,k}) = \gamma_\tau$, $\hat{Y}_0 = \phi_k(\hat{\Gamma}_{\tau,k}) = \gamma_\tau$, $\gamma_\tau \in \{0, B_0, B_{0,-}\}$, $\gamma_\nu = \gamma \setminus \overline{\gamma}_\tau$,

$\hat{Y}_0 = \phi_k(\Gamma_{\nu,k}) = \gamma_\nu$, $\hat{Y}_0 = \phi_k(\hat{\Gamma}_{\nu,k}) = \gamma_\nu$, $\gamma_\nu \in \{0, B_0, B_{0,+}\}$, $\gamma_\tau = \gamma \setminus \overline{\gamma}_\nu$.

**Remark 4.3.** Theorems 3.6, 3.8, and 3.10 and Remarks 3.7, 3.9, and 3.11 as well as Theorems 3.12 and 4.1 hold for $\gamma_\nu = B_{0,-}$ without any (substantial) modification as well.

**Lemma 4.4.** Let $k \in \{1, \ldots, K\}$. For $E \in \mathcal{R}_{\Gamma_k}(\Omega)$ and $H \in \mathcal{D}_{\Gamma_k}(\Omega)$ we have

$E \in \mathcal{R}_{\Gamma_{\tau,k}}(\Omega_k)$, $\chi_k E \in \mathcal{R}_{\Gamma_{\tau,k}}(\Omega_k)$, $H \in \mathcal{D}_{\Gamma_{\nu,k}}(\Omega_k)$, $\chi_k H \in \mathcal{D}_{\Gamma_{\nu,k}}(\Omega_k)$.

**Proof.** Let $\Phi \in \mathcal{C}_0^\infty(\Gamma_{\nu,k}(\Omega_k))$. Extending $\Phi$ by zero shows that $\Phi \in \mathcal{C}_0^\infty(\Omega_k)$ and

$\langle E, \text{rot} \Phi \rangle_{L^2(\Omega_k)} = \langle E, \text{rot} \Phi \rangle_{L^2(\Omega)} = \langle \text{rot} E, \Phi \rangle_{L^2(\Omega_k)}$

and hence $E \in \mathcal{R}_{\Gamma_{\tau,k}}(\Omega_k)$. Let $\Phi \in \mathcal{C}_0^\infty(\Gamma_{\nu,k}(\Omega_k))$. Then $\chi_k \Phi \in \mathcal{C}_0^\infty(\Omega_k) \subset \mathcal{C}_0^\infty(\Omega)$ since supp $\chi_k \subset U_k$ and

$\langle \chi_k E, \text{rot} \Phi \rangle_{L^2(\Omega_k)} = \langle \chi_k E, \text{rot} \Phi \rangle_{L^2(\Omega)} = \langle E, \text{rot}(\chi_k \Phi) \rangle_{L^2(\Omega)} - \langle E, \nabla \chi_k \times \Phi \rangle_{L^2(\Omega)}$

$= \langle \text{rot} E, \chi_k \Phi \rangle_{L^2(\Omega)} + \langle \nabla \chi_k \times E, \Phi \rangle_{L^2(\Omega)} = \langle \text{rot}(\chi_k E), \Phi \rangle_{L^2(\Omega_k)}$.

and thus $\chi_k E \in \mathcal{R}_{\Gamma_{\tau,k}}(\Omega_k)$. Using analog arguments we see that $H \in \mathcal{D}_{\Gamma_{\nu,k}}(\Omega_k)$ and $\chi_k H \in \mathcal{D}_{\Gamma_{\nu,k}}(\Omega_k)$.

**Theorem 4.5.** $\mathcal{R}_{\Gamma_k}(\Omega) = \mathcal{R}_{\Gamma_k}(\Omega)$ and $\mathcal{D}_{\Gamma_k}(\Omega) = \mathcal{D}_{\Gamma_k}(\Omega)$.

**Proof.** Suppose $E \in \mathcal{R}_{\Gamma_k}(\Omega)$. Then $\chi_0 E \in \mathcal{R}(\Omega) \subset \mathcal{R}_{\Gamma_k}(\Omega)$ by mollification. Let $k \in \{1, \ldots, K\}$. Then $E \in \mathcal{R}_{\Gamma_{\tau,k}}(\Omega_k)$ by Lemma 4.4. Lemma 4.2, Theorem 3.12 (with $\gamma_\nu := \gamma_\tau$), and Remark 4.3 yield with $J_k := J_{\phi_k}$

$J_k^T E \in \mathcal{R}_{\Gamma_{\tau,k}}(\Xi) = \mathcal{R}_{\Gamma_{\tau,k}}(\Xi)$, $\gamma_\tau = \phi_k(\Gamma_{\tau,k}) \in \{0, B_0, B_{0,-}\}$.

Hence, by definition there exists a sequence $(\hat{A}_{k,\ell}) \subset \mathcal{C}_{0,1}(\Xi)$ with $\hat{A}_{k,\ell} \xrightarrow{\ell \to \infty} J_k^T E$ in $\mathcal{R}(\Xi)$. Therefore $\hat{\chi}_k \hat{A}_{k,\ell} \in \mathcal{C}_{0,1}(\Xi)$. Now define

$E_{k,\ell} := \chi_k J_k^T \hat{A}_{k,\ell} = (\chi_k J_k^T \hat{A}_{k,\ell}) \circ \phi_k \in \mathcal{C}_{0,1}(\Omega_k) \subset \mathcal{C}_{0,1}(\Omega)$. 
Then with Lemma 4.2

$$\|E_{k,\ell} - \chi_k E\|^2_{\mathcal{R}(\Omega_k)} = \int_{\Omega_k} \left( |E_{k,\ell} - \chi_k E|^2 + |\nabla \chi_k E|^2 \right)$$

$$= \int_{\Omega_k} \left( |E_{k,\ell} - \chi_k E|^2 + |\nabla \chi_k E|^2 \right)$$

$$\leq c \int_{\Omega_k} \left( |\chi_k(\hat{A}_{k,\ell} - J_k^T \tilde{E})|^2 + |\nabla \chi_k(\hat{A}_{k,\ell} - J_k^T \tilde{E})|^2 \right)$$

$$\leq c \int_{\Omega_k} \left( |\hat{A}_{k,\ell} - J_k^T \tilde{E}|^2 + |\nabla \chi_k(\hat{A}_{k,\ell} - J_k^T \tilde{E})|^2 \right)$$

$$\leq c \int_{\Omega_k} \left( |\hat{A}_{k,\ell} - J_k^T \tilde{E}|^2 + |\nabla \chi_k(\hat{A}_{k,\ell} - J_k^T \tilde{E})|^2 \right) \xrightarrow{\ell \to \infty} 0,$$

i.e., $\chi_k E \in \hat{\mathcal{R}}_{\Gamma_y}(\Omega)$ by Remark 2.1(i), and thus $E = \sum_k \chi_k E \in \hat{\mathcal{R}}_{\Gamma_y}(\Omega)$. The identity

$$\hat{\mathcal{R}}_{\Gamma_y}(\Omega) = \hat{\mathcal{D}}_{\Gamma_y}(\Omega)$$

is proved analogously for $H \in \hat{\mathcal{D}}_{\Gamma_y}(\Omega)$ by approximating

$$(\det J_k)J_k^{-1} \tilde{H} \in \hat{\mathcal{D}}_{\Gamma_y}(\Xi) = \hat{\mathcal{D}}_{\Gamma_y}(\Xi), \quad \gamma_\nu = \phi_k(\Gamma_{\nu,k}) \in \{0, 1, \ldots, K\},$$

with a sequence $(\hat{\mathcal{A}}_{k,\ell}) \subset \hat{C}_{\gamma_\nu}(\Xi)$ in $D(\Xi)$.

Remark 4.6. By Theorem 4.5, Lemma 4.4 also holds for the spaces $\hat{\mathcal{R}}_{\Gamma_y}(\Omega)$ and $\hat{\mathcal{D}}_{\Gamma_y}(\Omega)$. More precisely, for $E \in \hat{\mathcal{R}}_{\Gamma_y}(\Omega)$ and $H \in \hat{\mathcal{D}}_{\Gamma_y}(\Omega)$ we have for $k \in \{1, \ldots, K\}$

$$E \in \hat{\mathcal{R}}_{\Gamma_y,k}(\Omega_k), \quad \chi_k E \in \hat{\mathcal{R}}_{\Gamma_y,k}(\Omega_k), \quad H \in \hat{\mathcal{D}}_{\Gamma_y,k}(\Omega_k), \quad \chi_k H \in \hat{\mathcal{D}}_{\Gamma_y,k}(\Omega_k).$$

Now the compact embedding for weak Lipschitz pairs $(\Omega, \Gamma_\nu)$ can be proved.

**Theorem 4.7.** Let $\varepsilon \in L^\infty(\Omega)$ be an admissible matrix field. Then the embedding

$$\hat{\mathcal{R}}_{\Gamma_y}(\Omega) \cap \varepsilon^{-1}\hat{\mathcal{D}}_{\Gamma_y}(\Omega) \hookrightarrow L^2(\Omega)$$

is compact.

**Proof.** Suppose $(E_n)$ is a bounded sequence in $\hat{\mathcal{R}}_{\Gamma_y}(\Omega) \cap \varepsilon^{-1}\hat{\mathcal{D}}_{\Gamma_y}(\Omega)$. Then by mollification

$$E_{0,n} := \chi_0 E_n \in \hat{\mathcal{R}}(\Omega) \cap \varepsilon^{-1}\hat{\mathcal{D}}(\Omega),$$

$E_{0,n}$ even has compact support in $\Omega$, and by classical results (see the introduction), $(E_{0,n})$ contains an $L^2(\Omega)$-converging subsequence, again denoted by $(E_{0,n})$. Hence $E_{0,n} \to E_0$ in $L^2(\Omega)$ with some $E_0 \in L^2(\Omega)$. Let $k \in \{1, \ldots, K\}$. By Lemma 4.4 and Remark 4.6,

$$E_{k,n} := \chi_k E_n \in \hat{\mathcal{R}}_{\Gamma_y,k}(\Omega_k), \quad \varepsilon E_{k,n} \in \hat{\mathcal{D}}_{\Gamma_y,k}(\Omega_k),$$

and with

$$\text{rot } E_{k,n} = \chi_k \text{rot } E_n + \nabla \chi_k \times E_n, \quad \text{div } E_{k,n} = \chi_k \text{div } E_n + \nabla \chi_k \cdot \varepsilon E_n.$$
the sequence \((E_{k,n})\) is bounded in \(\mathring{R}_{\gamma_{\nu}, \nu}^{-1}(\Omega_k)\). We define and see by Lemma 4.2 that
\[
\dot{E}_{k,n} := J_k^T \dot{E}_{k,n} \in \mathring{R}_{\gamma_{\nu}}(\Xi), \quad \text{rot} \dot{E}_{k,n} = (\det J_k)^{-1} \text{rot} E_{k,n}.
\]
Hence
\[
\|\dot{E}_{k,n}\|_{L^2(\Xi)}^2 = \int_\Xi (|\dot{E}_{k,n}|^2 + |\text{rot} \dot{E}_{k,n}|^2)
\leq c \int_{\Omega_k} (|E_{k,n}|^2 + |\text{rot} E_{k,n}|^2) = c \|E_{k,n}\|_{L^2(\Omega_k)}^2,
\]
showing that \((\dot{E}_{k,n})\) is bounded in \(\mathring{R}_{\gamma_{\nu}}(\Xi)\). From
\[
\dot{E}_{k,n} = J_k^T \dot{E}_{k,n} = (\det J_k)^{-1} J_k^T \varepsilon^{-1} J_k \varepsilon J_k^{-1} \varepsilon \dot{E}_{k,n},
\]
we observe by Lemma 4.2 that
\[
\varepsilon_k \dot{E}_{k,n} = (\det J_k)^{-1} \varepsilon \dot{E}_{k,n} \in D_{\gamma_{\nu}}(\Xi), \quad \varepsilon_k := (\det J_k)^{-1} \varepsilon J_k^{-\top},
\]
\[
\text{div} \varepsilon_k \dot{E}_{k,n} = (\det J_k) \text{div}(\varepsilon \dot{E}_{k,n}).
\]
\(\varepsilon_k\) is admissible, as \(\varepsilon_k \in L^\infty(\Xi)\) and for all \(H \in L^2(\Xi)\)
\[
\langle \varepsilon_k H, H \rangle_{L^2(\Xi)} = \langle (\det J_k)^{-1} \varepsilon J_k^{-\top} H, H \rangle_{L^2(\Xi)} \geq c \left\| J_k^{-\top} H \right\|_{L^2(\Xi)}^2 \geq c \| H \|_{L^2(\Xi)}.\]
Then
\[
\|\dot{E}_{k,n}\|_{\varepsilon_k^{-1} D(\Xi)}^2 = \int_\Xi (|\dot{E}_{k,n}|^2 + |\text{div} \varepsilon_k \dot{E}_{k,n}|^2)
\leq c \int_{\Omega_k} (|E_{k,n}|^2 + |\text{div} \varepsilon E_{k,n}|^2) = c \|E_{k,n}\|_{L^2(\Omega_k)}^2,
\]
shows that \((\dot{E}_{k,n})\) is bounded in \(\mathring{R}_{\gamma_{\nu}}^{-1}(\Xi)\). Thus \((\dot{E}_{k,n})\) is bounded in
\[
\mathring{R}_{\gamma_{\nu}}(\Xi) \cap \mathring{R}_{\gamma_{\nu}}^{-1}(\Xi) \subset \mathring{R}_{\gamma_{\nu}}(\Xi) \cap \mathring{R}_{\gamma_{\nu}}^{-1}(\Xi), \quad \gamma_{\nu} \in \{0, B_0, B_0^+, \}, \quad \gamma_{\nu} = \gamma \setminus \gamma_{\nu}.
\]
Therefore, w.l.o.g., \(\dot{E}_{k,n} \xrightarrow{n \to \infty} \dot{E}_k\) in \(L^2(\Xi)\) with some \(\dot{E}_k \in L^2(\Xi)\) by Theorem 4.1. Let
\[
E_{k,n} := J_k^{-\top} \dot{E}_{k,n} \in L^2(\Omega_k), \quad E_k := J_k^{-\top} \dot{E}_k \in L^2(\Omega_k),
\]
and derive
\[
\|E_{k,n} - E_k\|_{L^2(\Omega_k)}^2 = \int_\Xi |\det J_k| |\dot{E}_{k,n} - \dot{E}_k|^2 = \int_\Xi |\det J_k| |J_k^{-\top} \dot{E}_{k,n} - J_k^{-\top} \dot{E}_k|^2
\leq c \int_\Xi |\dot{E}_{k,n} - \dot{E}_k|^2 = c \|\dot{E}_{k,n} - \dot{E}_k\|_{L^2(\Xi)}^2.
\]
Hence \(E_{k,n} \xrightarrow{n \to \infty} E_k\) in \(L^2(\Omega_k)\) and \(E_{k,n} \xrightarrow{n \to \infty} E_k\) in \(L^2(\Omega)\) for their extensions by zero to \(\Omega\). Finally, \(E_n = \sum_k \chi_k E_n = \sum_k E_{k,n} \xrightarrow{n \to \infty} \sum_k E_k\) in \(L^2(\Omega)\). \(\square\)
By the same but much simpler arguments, Rellich’s selection theorem holds for weak Lipschitz domains \( \Omega \) (resp., weak Lipschitz pairs \((\Omega, \Gamma)\)). Therefore, also Poincaré’s estimate holds in this case by a standard indirect argument.

**Theorem 4.8.** Rellich’s selection theorem and the Poincaré–Friedrichs estimate hold. More precisely,

(i) the embedding \( \tilde{H}^1_{\Gamma_\tau}(\Omega) \hookrightarrow L^2(\Omega) \) is compact, and

(ii) there exists a constant \( c_p > 0 \) such that \( \|u\|_{L^2(\Omega)} \leq c_p \|\nabla u\|_{L^2(\Omega)} \) holds for all \( u \in \tilde{H}^1_{\Gamma_\tau}(\Omega) \) or all \( u \in \tilde{H}^1(\Omega) \), if \( \Gamma_\tau = \emptyset \).

5. Applications. From now on let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain and \((\Omega, \Gamma)\) be a weak Lipschitz pair, and let \( \varepsilon \in L^\infty(\Omega) \) be admissible.

5.1. The Maxwell estimate. A first consequence of the compact embedding theorem (Theorem 4.7), i.e.,

\[
\tilde{R}_{\Gamma_\tau}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_\tau}(\Omega) \hookrightarrow L^2(\Omega),
\]

is that the space of so-called Dirichlet–Neumann fields

\[
\mathcal{H}_\varepsilon(\Omega) := \tilde{R}_{\Gamma_\tau,0}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_\tau,0}(\Omega)
\]

is finite dimensional because the unit ball in \( \mathcal{H}_\varepsilon(\Omega) \) is compact. By a standard indirect argument, Theorem 4.7 immediately implies the so-called Maxwell estimate.

**Theorem 5.1.** There exists a constant \( c_m > 0 \) such that for all vector fields \( E \in \tilde{R}_{\Gamma_\tau}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_\tau}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^\perp \),

\[
\|E\|_{L^2(\Omega)} \leq c_m \left( \|\text{rot } E\|_{L^2(\Omega)}^2 + \|\text{div}(\varepsilon E)\|_{L^2(\Omega)}^2 \right)^{1/2}.
\]

Here we introduce the weighted space \( L^2_\varepsilon(\Omega) := L^2(\Omega) \) equipped with the scalar product \( \langle \cdot, \cdot \rangle_{L^2_\varepsilon(\Omega)} := \langle \varepsilon \cdot, \cdot \rangle_{L^2(\Omega)} \).

**Proof.** Suppose the estimate does not hold. Then there exists a sequence

\[
(E_n) \subset \tilde{R}_{\Gamma_\tau}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_\tau}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^\perp
\]

with \( \|E_n\|_{L^2_\varepsilon(\Omega)} = 1 \) and

\[
\|\text{rot } E_n\|_{L^2(\Omega)} + \|\text{div}(\varepsilon E_n)\|_{L^2(\Omega)} \to 0.
\]

Since \((E_n)\) is bounded in \( R(\Omega) \cap \varepsilon^{-1}D(\Omega) \), by Theorem 4.7 there exists an \( L^2(\Omega) \)-converging subsequence, again denoted by \((E_n)\), with \( E_n \to E \in L^2(\Omega) \). But then \( E_n \to E \) in \( R(\Omega) \cap \varepsilon^{-1}D(\Omega) \) and we see that \( E \in R_0(\Omega) \cap \varepsilon^{-1}D_0(\Omega) \). As the space \( \tilde{R}_{\Gamma_\tau}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_\tau}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^\perp \) is a closed subspace of \( R(\Omega) \cap \varepsilon^{-1}D(\Omega) \), we get

\[
E \in \tilde{R}_{\Gamma_\tau,0}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^\perp = \mathcal{H}_\varepsilon(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^\perp = \{0\},
\]

a contradiction to \( 1 = \|E\|_{L^2_\varepsilon(\Omega)} \to \|E\|_{L^2_\varepsilon(\Omega)} = 0. \)
5.2. Helmholtz decompositions. Applying the projection theorem to the linear and closed operator \( \nabla : \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega) \) with its adjoint given by

\[
\text{div} = \nabla^{*} : \mathcal{D}_{\Gamma_{\nu}}(\Omega) \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega)
\]

yields

\[
L^{2}(\Omega) = \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \oplus_{\varepsilon} e^{-1} \nabla_{\Gamma_{\nu},0}(\Omega),
\]

and \( \nabla_{\Gamma_{\nu},0}(\Omega) = \nabla_{\Gamma_{\nu},0}(\Omega) \) follows by Theorem 3.8. Here \( \oplus_{\varepsilon} \) denotes the orthogonal sum in \( L^{2}(\Omega) \). For the closed linear operator \( \varepsilon^{-1} \text{rot} : \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega) \) with adjoint \( \text{rot} := (\varepsilon^{-1} \text{rot})^{*} : \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega) \) we get

\[
L^{2}(\Omega) = \text{rot}_{\Gamma_{\nu},0}(\Omega) \oplus_{\varepsilon} \varepsilon^{-1} \text{rot}_{\Gamma_{\nu},0}(\Omega),
\]

and hence by (13) or (14) the refined decomposition

\[
L^{2}(\Omega) = \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \oplus_{\varepsilon} \text{rot}_{\Gamma_{\nu}}(\Omega) \oplus_{\varepsilon} e^{-1} \text{rot}_{\Gamma_{\nu}}(\Omega),
\]

follows. Again from (13) and (14) we obtain

\[
\text{rot}_{\Gamma_{\nu}}(\Omega) = \text{rot} \left( \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \oplus_{\varepsilon} e^{-1} \text{rot}_{\Gamma_{\nu}}(\Omega) \right) = \text{rot} \left( \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \oplus_{\varepsilon} e^{-1} \text{rot}_{\Gamma_{\nu}}(\Omega) \right),
\]

and thus the further refinements

\[
\text{div} \mathcal{D}_{\Gamma_{\nu}}(\Omega) = \text{div} \left( \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \oplus_{\varepsilon} \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \right) = \text{div} \left( \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \oplus_{\varepsilon} \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \right).
\]

hold. With the aid of these representations the closedness of rot \( \nabla_{\Gamma_{\nu}}(\Omega) \) and div \( \mathcal{D}_{\Gamma_{\nu}}(\Omega) \) follows immediately by Theorem 5.1. The closedness of \( \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \) follows with the standard Poincaré–Friedrichs inequality from Theorem 4.8(ii).

**Lemma 5.2.** The range spaces \( \nabla_{\Gamma}^{*} \mathcal{H}^{1}_{\Gamma_{\nu}}(\Omega) \), rot \( \nabla_{\Gamma_{\nu}}(\Omega) \), and div \( \mathcal{D}_{\Gamma_{\nu}}(\Omega) \) are closed subspaces of \( L^{2}(\Omega) \).
Proof. Suppose \((H_n) \subset \text{rot} \hat{\mathcal{R}}_{\Gamma_\tau}(\Omega)\) with \(H_n \to H\) in \(L^2(\Omega)\). By the representation (15) there is a sequence \((E_n) \subset \mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}^{-1} D_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}\) with \(\text{rot} E_n = H_n\). Theorem 5.1 yields
\[
\|E_n\|_{L^2(\Omega)} \leq c_{\epsilon} |H_n|_{L^2(\Omega)},
\]
i.e., \((E_n)\) is a Cauchy sequence in \(\mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}^{-1} D_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}\) and hence converges in \(\mathcal{R}(\Omega)\) to some \(E \in \mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}^{-1} D_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}\). Therefore it holds that \(H \leftarrow \text{rot} E_n \to \text{rot} E \in \text{rot} \left(\mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}^{-1} D_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}\right)\). Analogously we show that \(\text{div} \hat{\mathcal{D}}_{\Gamma_\tau}(\Omega)\) is closed.

Altogether we obtain the following.

**Theorem 5.3.** The following orthogonal decompositions hold:
\[
L^2(\Omega) = \nabla \hat{H}^1_{\Gamma_\tau}(\Omega) \oplus _{\epsilon} \mathcal{E}^{-1} \hat{D}_{\Gamma_\tau,0}(\Omega) = \mathcal{R}_{\Gamma_\tau,0}(\Omega) \oplus _{\epsilon} \mathcal{E}^{-1} \text{rot} \mathcal{R}_{\Gamma_\tau}(\Omega)
\]
\[
= \nabla \hat{H}^1_{\Gamma_\tau}(\Omega) \oplus _{\epsilon} \mathcal{H}_c(\Omega) \oplus _{\epsilon} \mathcal{E}^{-1} \text{rot} \mathcal{R}_{\Gamma_\tau}(\Omega).
\]

Furthermore,
\[
\text{rot} \mathcal{R}_{\Gamma_\tau}(\Omega) = \text{rot} \left(\mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}^{-1} \hat{D}_{\Gamma_\tau,0}(\Omega)\right) = \text{rot} \left(\mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}^{-1} \hat{D}_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}\right),
\]
\[
\text{div} \hat{D}_{\Gamma_\tau}(\Omega) = \text{div} \left(\hat{D}_{\Gamma_\tau}(\Omega) \cap \mathcal{E} \nabla \hat{H}^1_{\Gamma_\tau}(\Omega)\right) = \text{div} \left(\hat{D}_{\Gamma_\tau}(\Omega) \cap \mathcal{E} \left(\mathcal{R}_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}\right)\right)
\]
and
\[
\nabla \hat{H}^1_{\Gamma_\tau}(\Omega) = \mathcal{R}_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}, \quad \text{div} \hat{D}_{\Gamma_\tau}(\Omega) = \begin{cases} L^2(\Omega) & \text{if } \Gamma_\nu \neq \Gamma, \\ L_0^2(\Omega) & \text{if } \Gamma_\nu = \Gamma, \end{cases}
\]
\[
\text{rot} \mathcal{R}_{\Gamma_\tau}(\Omega) = \hat{D}_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}.
\]

Moreover, the scalar \(\nabla\)- and vector \(\text{rot}\)-, \(\text{div}\)-potentials are uniquely determined in \(\hat{H}^1_{\Gamma_\tau}(\Omega)\) ( or in \(H^1(\Omega)\) if \(\Gamma_\tau = \emptyset\) ), as well as in \(\mathcal{R}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}^{-1} \hat{D}_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon}\), and \(\hat{D}_{\Gamma_\tau}(\Omega) \cap \mathcal{E}(\mathcal{R}_{\Gamma_\tau,0}(\Omega) \cap \mathcal{H}_c(\Omega)^{1,\epsilon})\), respectively, and depend continuously on their respective images by the Poincaré–Friedrichs estimate; see Theorem 4.8(ii) and Theorem 5.1.

**Remark 5.4.** Under more restrictive assumptions on the weak Lipschitz pair \((\Omega, \Gamma_\tau)\) there exist \(H^1(\Omega)\)-potentials as well; see Remarks 3.7, 3.9, and 3.11. More precisely, let \(\Omega \subset \mathbb{R}^3\) be a bounded domain:

(i) If \(\Omega\) is simply connected and \((\Omega, \Gamma_\tau)\) is a weak Lipschitz pair, such that \(\Gamma_\tau\) is connected, then, since the Poincaré–Friedrichs estimate holds by Theorem 4.8(ii), a linear and continuous potential operator \(\mathcal{S}_{\Gamma_\tau} : \mathcal{R}_{\Gamma_\tau,0}(\Omega) \to \hat{H}^1_{\Gamma_\tau}(\Omega)\) exists with \(\nabla \mathcal{S}_{\Gamma_\tau} E = E\) for all \(E \in \mathcal{R}_{\Gamma_\tau,0}(\Omega)\). Furthermore,
\[
\hat{R}_{\Gamma_\tau,0}(\Omega) = \nabla \hat{H}^1_{\Gamma_\tau}(\Omega), \quad \mathcal{H}_c(\Omega) = \{0\}.
\]

Again, if \(\Gamma_\tau = \emptyset\), we have to replace \(\hat{H}^1_{\Gamma_\tau}(\Omega)\) by \(H^1(\Omega)\). Moreover, a linear and continuous potential operator \(\mathcal{S}_{\Gamma_\tau} : \hat{R}_{\Gamma_\tau,0}(\Omega) \to \hat{H}^1_{\Gamma_\tau}(\Omega) \cap H^1(\mathbb{R}^3)\) can be chosen if \(\Omega\) is even strong Lipschitz.
(ii) If \( \Omega \) is a strong Lipschitz domain, such that \( \mathbb{R}^3 \setminus \overline{\Omega} \) is connected (i.e., \( \Gamma \) is connected), and if \( \Gamma_\nu = \bigcup_{k=1}^K \Gamma_{\nu,k}, \ K \in \mathbb{N}, \) with disjoint, relatively open and simply connected strong Lipschitz surface patches \( \Gamma_{\nu,k} \subset \Gamma \) satisfying \( \text{dist}(\Gamma_{\nu,k}, \Gamma_{\nu,\ell}) > 0 \) for all \( 1 \leq k \neq \ell \leq K, \) then there exists a linear and continuous potential operator \( \mathcal{S}_\nu : \mathring{D}_{\Gamma_{\nu,0}}(\Omega) \to \mathring{H}^1_{\Gamma_{\nu}}(\Omega) \cap \mathcal{H}^1(\mathbb{R}^3) \) with \( \text{rot} \mathcal{S}_\nu H = H \) for all \( H \in \mathring{D}_{\Gamma_{\nu,0}}(\Omega). \) Furthermore,
\[
\mathring{D}_{\Gamma_{\nu,0}}(\Omega) = \text{rot} \mathring{H}_{\Gamma_{\nu}}^1(\Omega), \quad \mathcal{H}_\nu(\Omega) = \{0\}.
\]

(iii) If \( \Omega \) is a strong Lipschitz domain with \( \Gamma_\nu = \bigcup_{k=1}^K \Gamma_{\nu,k}, \ K \in \mathbb{N}, \) where \( \text{dist}(\Gamma_{\nu,k}, \Gamma_{\nu,\ell}) > 0 \) for all \( 1 \leq k \neq \ell \leq K \) and \( \Gamma_{\nu,k} \) are \( C^3 \)-boundary patches allowing for \( C^3 \)-regular extensions \( \hat{\Omega}_{\nu,k} \) having connected complements \( \mathbb{R}^3 \setminus \hat{\Omega}_{\nu,k}, \) then there exists a linear and continuous potential operator \( \mathcal{S}_d : L^2(\Omega) \to \mathring{H}^1_{\Gamma_{\nu}}(\Omega) \cap \mathcal{H}^1(\mathbb{R}^3) \) with \( \text{div} \mathcal{S}_d u = u \) for all \( u \in L^2(\Omega). \) Furthermore,
\[
L^2(\Omega) = \text{div} \mathring{H}_{\Gamma_{\nu}}^1(\Omega).
\]
If \( \Gamma_\nu = \Gamma, \) we have to replace \( L^2(\Omega) \) by \( L^2_\perp(\Omega). \)

(iii') As noted earlier at the end of section 3.2, the results of (iii) are not optimal. Using techniques from [21, Lemma 2.1.1], it has been shown in [1, Lemma 3.2] that the assertions of (iii) hold for any strong Lipschitz pair \( (\Omega, \Gamma_\nu). \)

We will point out how the potentials in the latter Helmholtz decompositions can be computed. By Theorem 5.3 any vector field \( E \in L^2(\Omega) \) can be written as
\[
E = E_\nabla + E_\mathcal{H} + \varepsilon^{-1} E_r \in \nabla \mathring{H}_{\Gamma_{\nu}}^1(\Omega) \oplus \mathcal{H}_\nu(\Omega) \oplus \varepsilon^{-1} \text{rot} \mathring{R}_{\Gamma_{\nu}}(\Omega).
\]
Interchanging the roles of \( \Gamma_\nu \) and \( \Gamma_{\tau} \) in the decompositions of Theorem 5.3 yields (with \( \varepsilon = \text{id} \))
\[
\text{rot} \mathring{R}_{\Gamma_{\nu}}(\Omega) = \text{rot} X(\Omega),
\]
\[
X(\Omega) := \mathring{R}_{\Gamma_{\nu}}(\Omega) \cap \text{rot} \mathring{R}_{\Gamma_{\tau}}(\Omega) = \mathring{R}_{\Gamma_{\nu}}(\Omega) \cap \mathring{D}_{\Gamma_{\tau,0}}(\Omega) \cap \mathring{H}(\Omega)_{\perp},
\]
where \( \mathring{H}(\Omega) = \mathring{R}_{\Gamma_{\nu,0}}(\Omega) \cap \mathring{D}_{\Gamma_{\tau,0}}(\Omega), \) which is also finite dimensional. Hence \( E_\nabla = \nabla u \) and \( E_r = \text{rot} H \) with uniquely determined
\[
u \in \mathring{H}_{\Gamma_{\nu}}^1(\Omega), \quad H \in X(\Omega);
\]
i.e., \( E \) can be written as
\[
E = \nabla u + E_\mathcal{H} + \varepsilon^{-1} \text{rot} H.
\]
In order to calculate \( u \) we test (18) with \( \nabla \varphi, \ \varphi \in \mathring{H}_{\Gamma_{\nu}}^1(\Omega), \) and due to orthogonality we get
\[
\forall \varphi \in \mathring{H}_{\Gamma_{\nu}}^1(\Omega) \quad \langle \varepsilon \nabla u, \nabla \varphi \rangle_{L^2(\Omega)} = \langle \varepsilon E, \nabla \varphi \rangle_{L^2(\Omega)}.
\]
In the case $\Gamma_\tau = \emptyset$ we again set $\overset{\circ}{H}^1_{\Gamma_\tau}(\Omega) := H^1_\perp(\Omega)$. By Poincaré’s estimate, the Lax–Milgram lemma or simply Riesz’s representation theorem yields a unique $u \in \overset{\circ}{H}^1_{\Gamma_\tau}(\Omega)$ satisfying (19) and

$$|u|_{H^1(\Omega)} \leq c \|E\|_{L^2(\Omega)}.$$

To calculate $H \in X(\Omega)$ we test (18) with $\text{rot } \Phi, \Phi \in X(\Omega)$ and again get by orthogonality

$$\forall \Phi \in X(\Omega) \quad \langle \varepsilon^{-1} \text{rot } H, \text{rot } \Phi \rangle_{L^2(\Omega)} = \langle E, \text{rot } \Phi \rangle_{L^2(\Omega)}.$$  

Due to the Maxwell estimate, i.e., Theorem 5.1, $\langle \varepsilon^{-1} \text{rot } \cdot, \text{rot } \cdot \rangle_{L^2(\Omega)}$ is a coercive bilinear form or even a scalar product on $X(\Omega)$, and Lax–Milgram’s lemma or Riesz’s representation theorem yields a unique $H \in X(\Omega)$, satisfying (20) and

$$\|H\|_{R(\Omega)} \leq c \|E\|_{L^2(\Omega)}.$$

The variational formulation (19) shows by definition and Theorem 4.5 that

$$\varepsilon(E - \nabla u) \in \overset{\circ}{D}_{\Gamma_\nu,0}(\Omega) = \overset{\circ}{D}_{\Gamma_\nu,0}(\Omega).$$

Furthermore, (20) holds for all $\Phi \in \overset{\circ}{R}_{\Gamma_\tau,0}(\Omega)$ by (17) as well. Hence by definition and Theorem 4.5 we obtain

$$E - \varepsilon^{-1} \text{rot } H \in \overset{\circ}{R}_{\Gamma_\tau,0}(\Omega) = \overset{\circ}{R}_{\Gamma_\tau,0}(\Omega).$$

Finally, the Dirichlet–Neumann field $E_H$ is given by

$$E_H := E - E \varepsilon - \varepsilon^{-1} E_r = E - \nabla u - \varepsilon^{-1} \text{rot } H \in H_\varepsilon(\Omega)$$

as

$$E - \nabla u, \varepsilon^{-1} \text{rot } H \in \varepsilon^{-1} \overset{\circ}{D}_{\Gamma_\nu,0}(\Omega), \quad E - \varepsilon^{-1} \text{rot } H, \nabla u \in \overset{\circ}{R}_{\Gamma_\nu,0}(\Omega).$$

**Remark 5.5.** Expression (19) is the variational formulation of the classical boundary value problem

$$(21) \quad \begin{cases} \text{div } \varepsilon \nabla u = \text{div } \varepsilon E & \text{in } \Omega, \\ u = 0 & \text{on } \Gamma_\tau, \\ n \cdot \varepsilon \nabla u = n \cdot \varepsilon E & \text{on } \Gamma_\nu, \end{cases}$$

because in the smooth case (19) yields for all $\varphi \in \overset{\circ}{H}^1_{\Gamma_\tau}(\Omega)$

$$0 = \langle \varepsilon(\nabla u - E), \nabla \varphi \rangle_{L^2(\Omega)} = -\langle \text{div } \varepsilon(\nabla u - E), \varphi \rangle_{L^2(\Omega)} + \int_{\Gamma_\nu} (n \cdot \varepsilon(\nabla u - E)) \varphi.$$ 

Here, (21) has a proper meaning not only in $H^{-1}(\Omega) = (H^1(\Omega))^\prime$ but also in $(\overset{\circ}{H}^1_{\Gamma_\tau}(\Omega))^\prime$, which gives meaning to the Neumann boundary condition (22) in this dual space as...
well. Expression (20) is the variational formulation of the classical boundary value problem

\[ \begin{align*}
\text{rot} \varepsilon^{-1} \text{rot} H &= \text{rot} E & \text{in } \Omega, \\
\text{div} H &= 0 & \text{in } \Omega, \\
n \times H &= 0 & \text{on } \Gamma_\nu, \\
n \cdot H &= 0 & \text{on } \Gamma_\tau, \\
n \times \varepsilon^{-1} \text{rot} H &= n \times E & \text{on } \Gamma_\tau, \\
H &\perp \mathring{H}(\Omega),
\end{align*} \]

(23)

because in the smooth case (20) yields for all \( \Phi \in \mathring{R}_{\Gamma_\nu}(\Omega) \)

\[ 0 = \langle \varepsilon^{-1}(\text{rot} H - \varepsilon E), \text{rot} \Phi \rangle_{L^2(\Omega)} \]

\[ = \langle \varepsilon^{-1}(\text{rot} H - \varepsilon E), \Phi \rangle_{L^2(\Omega)} \]

\[ + \int_{\Gamma_\tau} (n \times \varepsilon^{-1}(\text{rot} H - \varepsilon E) \cdot \Phi. \]

Equation (23) has proper meaning not only in \( H^{-1}(\Omega) = \left( \mathring{H}^1(\Omega) \right)' \) but also in \( \left( \mathring{H}^1_{\Gamma_\nu}(\Omega) \right)' \) or even in \( \left( \mathring{R}_{\Gamma_\nu}(\Omega) \right)' \), which gives meaning to the Neumann boundary condition (24) in this dual space as well.

### 5.3. Static solution theory.

As a further application we turn to the boundary value problem of electro- and magnetostatics with mixed boundary values: For this let \( F \in L^2(\Omega), \ g \in L^2(\Omega), \ E_\tau \in R(\Omega), \) and \( \varepsilon^{-1}E_\nu \in D(\Omega), \) and let \( \varepsilon \) be admissible. Find \( E \in R(\Omega) \cap \varepsilon^{-1}D(\Omega) \) with

\[ \begin{align*}
\text{rot} E &= F, \\
\text{div} \varepsilon E &= g, \\
E - E_\tau &\in \mathring{R}_{\Gamma_\tau}(\Omega), \\
\varepsilon(E - E_\nu) &\in \mathring{D}_{\Gamma_\nu}(\Omega).
\end{align*} \]

(25)  

(26)  

(27)  

(28)

For uniqueness, we require the additional conditions

\[ \langle \varepsilon E, D_\ell \rangle_{L^2(\Omega)} = \alpha_\ell \in \mathbb{R}, \quad \ell = 1, \ldots, d, \]

(29) where \( d \) is the dimension and \( \{D_\ell\} \) an \( \varepsilon \)-orthonormal basis of \( \mathcal{H}_\varepsilon(\Omega) \). The boundary values on \( \Gamma_\tau \) and \( \Gamma_\nu \), respectively, are realized by the given fields \( E_\tau \) and \( E_\nu \), respectively.

Let us solve problem (25)–(29): Theorem 5.3 yields

\[ \begin{align*}
R(\Omega) &= \mathring{R}_{\Gamma_\tau,0}(\Omega) \oplus_\varepsilon (R(\Omega) \cap \varepsilon^{-1} \text{rot} \mathring{R}_{\Gamma_\nu}(\Omega)) \\
&= \mathring{R}_{\Gamma_\tau,0}(\Omega) \oplus_\varepsilon (R(\Omega) \cap \varepsilon^{-1} \mathring{D}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^{+\varepsilon}).
\end{align*} \]

The Helmholtz decomposition \( E_\tau = E_{\tau,r} + E_{\tau,d} \) having \( E_{\tau,r} \in \mathring{R}_{\Gamma_\tau,0}(\Omega) \) and \( E_{\tau,d} \in R(\Omega) \cap \varepsilon^{-1} \mathring{D}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^{+\varepsilon} \) shows that

\[ E - E_{\tau,d} = E - E_\tau + E_\tau - E_{\tau,d} = E - E_\tau + E_{\tau,r} \in \mathring{R}_{\Gamma_\nu}(\Omega). \]
Hence
\[ E - E_\tau \in \hat{\mathbb{R}}_{\Gamma_\nu}(\Omega) \iff E - E_{\tau,d} \in \hat{\mathbb{R}}_{\Gamma_\nu}(\Omega), \]
which means the field \( E_\tau \) realizing the boundary values on \( \Gamma_\nu \) can w.l.o.g. be chosen from the more regular space \( \mathbb{R}(\Omega) \cap \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\nu(\Omega)^{1/\varepsilon} \). Similarly,
\[
\varepsilon^{-1}\mathbb{D}(\Omega) = \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu,0}(\Omega) \oplus_\varepsilon \left( \varepsilon^{-1}\mathbb{D}(\Omega) \cap \nabla \mathbb{H}_\nu(\Omega) \right) \\
= \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu,0}(\Omega) \oplus_\varepsilon \left( \varepsilon^{-1}\mathbb{D}(\Omega) \cap \hat{\mathbb{R}}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\nu(\Omega)^{1/\varepsilon} \right)
\]
shows that for the decomposition \( E_\nu = E_{\nu,d} + E_{\nu,t} \) with \( E_{\nu,d} \in \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu,0}(\Omega) \) and \( E_{\nu,t} \in \varepsilon^{-1}\mathbb{D}(\Omega) \cap \hat{\mathbb{R}}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\nu(\Omega)^{1/\varepsilon} \)
\[
E - E_{\nu,t} = E - E_\nu + E_\nu - E_{\nu,t} = E - E_\nu + E_{\nu,d} \in \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu}(\Omega).
\]
Hence
\[
E - E_\nu \in \hat{\mathbb{D}}_{\Gamma_\nu}(\Omega) \iff E - E_{\nu,t} \in \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu}(\Omega),
\]
so the field \( E_\nu \) can w.l.o.g. be chosen from \( \varepsilon^{-1}\mathbb{D}(\Omega) \cap \hat{\mathbb{R}}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\nu(\Omega)^{1/\varepsilon} \). Therefore we will work with the boundary conditions
\[
E_{\tau,d} \in \mathbb{R}(\Omega) \cap \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\nu(\Omega)^{1/\varepsilon}, \quad E_{\nu,t} \in \varepsilon^{-1}\mathbb{D}(\Omega) \cap \hat{\mathbb{R}}_{\Gamma_\nu,0}(\Omega) \cap \mathcal{H}_\nu(\Omega)^{1/\varepsilon}
\]
and observe that
\[
|E_{\tau,d}|_{L^2(\Omega)} \leq |E_\tau|_{L^2(\Omega)}, \quad \text{rot } E_{\tau,d} = \text{rot } E_\tau, \\
|E_{\nu,t}|_{L^2(\Omega)} \leq |E_\nu|_{L^2(\Omega)}, \quad \text{div } E_{\nu,t} = \text{div } \varepsilon E_\nu.
\]
We first note that the system admits at most one solution, as for the homogeneous problem \( E \in \mathcal{H}_\nu(\Omega) \) together with (29) yield \( E = 0 \). Turning to existence, the conditions
\[
\text{rot}(E - E_{\tau,d}) = F - \text{rot } E_{\tau,d} =: \bar{F} \in \text{rot } \hat{\mathbb{R}}_{\Gamma_\nu}(\Omega), \\
\text{div } \varepsilon(E - E_{\nu,t}) = g - \text{div } \varepsilon E_{\nu,t} =: \bar{g} \in \text{div } \hat{\mathbb{D}}_{\Gamma_\nu}(\Omega)
\]
are necessary and from now on shall be assumed. By setting
\[
\bar{E} := E - E_{\tau,d} - E_{\nu,t}
\]
the problem is transformed into a problem with homogeneous boundary conditions; i.e., \( \bar{E} \) must solve
\[
\begin{align*}
(30) & \quad \text{rot } \bar{E} = \bar{F}, \\
(31) & \quad \text{div } \varepsilon \bar{E} = \bar{g}, \\
(32) & \quad \bar{E} \in \hat{\mathbb{R}}_{\Gamma_\nu}(\Omega) \cap \varepsilon^{-1}\hat{\mathbb{D}}_{\Gamma_\nu}(\Omega).
\end{align*}
\]
Necessary conditions for the existence of solutions are
\[
\bar{F} \in \text{rot } \hat{\mathbb{R}}_{\Gamma_\nu}(\Omega), \quad \bar{g} \in \text{div } \hat{\mathbb{D}}_{\Gamma_\nu}(\Omega),
\]
which have been assumed above. The conditions are already sufficient, as Theorem 5.3 shows the existence of fields

\[
\tilde{E}_r \in \tilde{R}_{\Gamma_r}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_r}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^{1,e}, \quad \varepsilon\tilde{E}_d = \tilde{D}_{\Gamma_d}(\Omega) \cap \varepsilon(\tilde{R}_{\Gamma_d,0}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^{1,e})
\]

with \( \varepsilon \tilde{E}_r = \tilde{F} \) and \( \varepsilon \tilde{E}_d = \tilde{g} \). Then

\[
\tilde{E} := \tilde{E}_r + \tilde{E}_d \in \tilde{R}_{\Gamma_r}(\Omega) \cap \varepsilon^{-1}\tilde{D}_{\Gamma_r}(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^{1,e}
\]
solves the system (30)–(32) with \( \tilde{E} \perp \varepsilon \mathcal{H}_\varepsilon(\Omega) \). Therefore

\[
E_0 := \tilde{E} + E_{\tau,d} + E_{\nu,r} \in R(\Omega) \cap \varepsilon^{-1}D(\Omega) \cap \mathcal{H}_\varepsilon(\Omega)^{1,e}
\]
solves (25)–(28) with \( E_0 \perp \varepsilon \mathcal{H}_\varepsilon(\Omega) \), i.e., (29) with \( \alpha = 0 \). Finally,

\[
E := E_0 + \sum_\ell \alpha_\ell D_\ell \in R(\Omega) \cap \varepsilon^{-1}D(\Omega)
\]
solves (25)–(29). Furthermore, \( E \) depends continuously on the data by Theorem 5.1. More precisely, equipping \( R(\Omega) \) and \( \varepsilon^{-1}D(\Omega) \) with the norms

\[
| \cdot |_{R(\Omega)}^2 := | \cdot |_{L^2(\Omega)}^2 + | \cdot |_{L^2(\Omega)}^2, \quad | \cdot |_{L^2(\Omega)}^2 := | \cdot |_{L^2(\Omega)}^2 + | \cdot |_{L^2(\Omega)}^2,
\]
we have

\[
|E|_{R(\Omega) \cap \varepsilon^{-1}D(\Omega)}^2 = |E|_{L^2(\Omega)}^2 + |F|_{L^2(\Omega)}^2 + |g|_{L^2(\Omega)}^2, \\
|E|_{L^2(\Omega)}^2 = |E_0|_{L^2(\Omega)}^2 + |\alpha|^2, \\
|E_0|_{L^2(\Omega)}^2 \leq |\tilde{E}|_{L^2(\Omega)}^2 + |E_{\tau,d} + E_{\nu,r}|_{L^2(\Omega)}^2, \\
|E_{\tau,d} + E_{\nu,r}|_{L^2(\Omega)}^2 = |E_{\tau,d}|_{L^2(\Omega)}^2 + |E_{\nu,r}|_{L^2(\Omega)}^2 \leq |E_{\tau}|_{L^2(\Omega)}^2 + |E|_{L^2(\Omega)}^2
\]
and by the Maxwell estimate Theorem 5.1

\[
|\tilde{E}|_{L^2(\Omega)}^2 \leq c_\varepsilon \left( |\tilde{F}|_{L^2(\Omega)}^2 + |\tilde{g}|_{L^2(\Omega)}^2 \right) \\
\leq c_\varepsilon \left( |F|_{L^2(\Omega)}^2 + |g|_{L^2(\Omega)}^2 + |\varepsilon E_{\tau}|_{L^2(\Omega)}^2 + \|\varepsilon E_{\nu}|_{L^2(\Omega)}^2 + |\alpha|^2 \right).
\]

Thus there exists a constant \( \tilde{c}_m > 0 \), depending only on \( c_\varepsilon \), such that

\[
|E|_{R(\Omega) \cap \varepsilon^{-1}D(\Omega)} \leq \tilde{c}_m \left( |F|_{L^2(\Omega)}^2 + |g|_{L^2(\Omega)}^2 + |E_{\tau}|_{R(\Omega)}^2 + |E_{\nu}|_{\varepsilon^{-1}D(\Omega)}^2 + |\alpha|^2 \right).
\]

Our latter results show that the linear solution operator with

\[
(F, g, E_{\tau}, E_{\nu}, \alpha) \mapsto E
\]
maps continuously onto \( R(\Omega) \cap \varepsilon^{-1}D(\Omega) \). Let us summarize.

**Theorem 5.6.** Problem (25)–(28) admits a solution if and only if

\[
E_{\tau} \in R(\Omega), \quad E_{\nu} \in \varepsilon^{-1}D(\Omega), \quad F = \varepsilon E_{\tau} \in \tilde{R}_{\Gamma_r}(\Omega), \quad g = \varepsilon E_{\nu} \in \tilde{D}_{\Gamma_r}(\Omega).
\]

The solution \( E \in R(\Omega) \cap \varepsilon^{-1}D(\Omega) \) can be chosen in a way such that condition (29) with \( \alpha \in \mathbb{R}^d \) is satisfied, which then uniquely determines the solution. Furthermore, the solution depends linearly and continuously on the data.
We note that with Theorem 5.3 the ranges can be described by

$$\text{rot } \mathbb{D}_\nu (\Omega) = \mathbb{D}_\nu (\Omega) \cap \mathbb{H}_\nu (\Omega)$$

We have

$$\text{div } \mathbb{D}_\nu (\Omega) = \begin{cases} L^2 (\Omega) & \text{if } \Gamma_\nu \neq \Gamma, \\ L^2 (\Omega) & \text{if } \Gamma_\nu = \Gamma. \end{cases}$$

For homogeneous boundary data, i.e., \( E_\nu = E_\nu = 0 \), we can state a sharper result:
The linear static Maxwell-operator

$$M : \mathbb{D}_\nu (\Omega) \cap \varepsilon^{-1} \mathbb{D}_\nu (\Omega) \rightarrow \text{rot } \mathbb{D}_\nu (\Omega) \times \text{div } \mathbb{D}_\nu (\Omega) \times \mathbb{R}^d$$

is a topological isomorphism. Its inverse \( M^{-1} \) maps not only continuously onto \( \mathbb{D}_\nu (\Omega) \cap \varepsilon^{-1} \mathbb{D}_\nu (\Omega) \) but also compactly into \( L^2 (\Omega) \) by Theorem 4.7. For homogeneous kernel data, i.e., for

$$M_\nu : \mathbb{D}_\nu (\Omega) \cap \varepsilon^{-1} \mathbb{D}_\nu (\Omega) \cap \mathbb{H}_\nu (\Omega) \rightarrow \text{rot } \mathbb{D}_\nu (\Omega) \times \text{div } \mathbb{D}_\nu (\Omega),$$

we have \( |M_\nu^{-1}| \leq (\varepsilon^2 + 1)^{1/2} \).

**Appendix A. Proof of Lemma 3.1.** We will show the density result for \( H^1 \)-functions, Lemma 3.1, which is first proved for a flat boundary in Lemma A.1 and then generalized to weak Lipschitz pairs in Lemma 3.1. Although both proofs can be found in [6, Lemma 2,3], we repeat them here, using our notation and with some major simplifications. Let us introduce the following notation:

\[ \mathbb{R}_+^3 := \{ x \in \mathbb{R}^3 : x_3 > 0 \}, \quad \mathbb{R}_0 := \{ x \in \mathbb{R}^3 : x_3 = 0 \}, \quad \mathbb{R}^3_{0, -} := \{ x \in \mathbb{R}_0^3 : x_1 < 0 \}. \]

**Lemma A.1.** Suppose \( u_- \in H^1 (\mathbb{R}_+^3) \) with compact support and \( u_- |_{\mathbb{R}_0^3} = 0 \) in the sense of traces. Then

$$\forall \delta > 0 \quad \exists u \in C^\infty (\mathbb{R}^3 \setminus \mathbb{R}_{0,-}) \quad \| u - u_- \|_{H^1 (\mathbb{R}_+^3)} < \delta.$$

**Proof.** Let \( \delta > 0 \). For \( t > 0 \) define \( u_-^t (x) := u_- (x_1 - t, x_2, x_3) \) for almost all (f.a.a.) \( x \in \mathbb{R}_+^3 \), the translation of \( u_- \) in the direction of \( x_1 \). Then \( u_-^t \in H^1 (\mathbb{R}_+^3) \) and its trace satisfies

$$u_-^t (x) = 0 \text{ f.a.a. } x \in \mathbb{R}_0^3 \text{ with } x_1 \leq t.$$  

Since the translation is continuous, there exists \( t > 0 \) with \( \| u_- - u_-^t \|_{H^1 (\mathbb{R}_+^3)} < \delta/3 \).

The reflection \( u_+^t \) of \( u_-^t \) defined by \( u_+^t (x) := u_-^t (x_1, x_2, -x_3) \) for \( x \in \mathbb{R}_+^3 \) defines an element of \( H^1 (\mathbb{R}_+^3) \) with \( u_+^t (x) = u_-^t (x) \) f.a.a. \( x \in \mathbb{R}_0^3 \) and hence

$$u_+^t (x) = u_-^t (x) = 0 \text{ f.a.a. } x \in \mathbb{R}_0^3 \text{ with } x_1 \leq t.$$  

A cut-off argument\(^5\) yields a function \( \tilde{u}_+^t \in H^1 (\mathbb{R}_+^3) \) with

$$\tilde{u}_+^t (x) = 0 \text{ f.a.a. } x \in \mathbb{R}_+^3 \text{ with } x_1 \leq t/2, \quad \tilde{u}_+^t (x) = u_+^t (x) \text{ f.a.a. } x \in \mathbb{R}_0^3.$$

---

\(^5\)Multiply \( u_+^t (x) \) with some \( \varphi(x_1) \), where \( \varphi \in C^\infty ([0, 1]) \) with \( \varphi|_{(-\infty, t/2)} = 0 \) and \( \varphi|_{(t, \infty)} = 1 \).
Hence
\[ u^t := \begin{cases} u^t_+ & \text{in } \mathbb{R}^3_+, \\ u^t_- & \text{in } \mathbb{R}^3_-. \end{cases} \]
defines an element in \( H^1(\mathbb{R}^3) \), which vanishes f.a.a. \( x \in \mathbb{R}^3 \) with \( x_3 \geq 0 \) and \( x_1 \leq t/2 \). Let \( u^{t,s} \) with \( u^{t,s}(x) := u^t(x_1, x_2, x_3 + s) \) for \( x \in \mathbb{R}^3 \) be the translation of \( u^t \) in the direction \( -x_3 \). Then \( u^{t,s} \in H^1(\mathbb{R}^3) \) and there is \( s > 0 \) with \( \| u^{t,s} - u^t \|_{H^1(\mathbb{R}^3)} < \delta/3 \). Furthermore, \( u^{t,s} = 0 \) in a neighborhood of \( \mathbb{R}^3_{3-} \), even of \( \{ x \in \mathbb{R}^3_+ : x_1 < t/4 \} \), more explicitly in
\[ \left\{ x \in \mathbb{R}^3 : x_3 > -s \text{ and } x_1 < \frac{t}{2} \right\} \supset \mathbb{R}^3_{3-}. \]

Since \( \text{supp} \, u^{t,s} \subseteq \mathbb{R}^3 \), Friedrich's mollification yields some \( u \in \tilde{C}^\infty(\mathbb{R}^3 \setminus \mathbb{R}^3_{3-}) \) with \( \| u - u^{t,s} \|_{H^1(\mathbb{R}^3)} < \delta/3 \). Finally,
\[ \| u - u_- \|_{H^1(\mathbb{R}^3)} \leq \| u - u^{t,s} \|_{H^1(\mathbb{R}^3)} + \| u^{t,s} - u^t \|_{H^1(\mathbb{R}^3)} + \| u^t - u_- \|_{H^1(\mathbb{R}^3)} \]
\[ \leq \| u - u^{t,s} \|_{H^1(\mathbb{R}^3)} + \| u^{t,s} - u^t \|_{H^1(\mathbb{R}^3)} + \| u^t - u_- \|_{H^1(\mathbb{R}^3)}, \]
completing the proof.

Proof of Lemma 3.1. We already know that \( \tilde{H}^1_{\Gamma_1}(\Omega) \subset \tilde{H}^1_{\Gamma_1}(\Omega) \). Any \( u \in \tilde{H}^1_{\Gamma_1}(\Omega) \) can be extended by zero into an open neighborhood of \( \Gamma_\tau \), where the common boundary of \( \Omega \) and the extension is exactly \( \Gamma_\tau \), and stays in \( H^1 \). For this, let us denote the extended domain by \( \bar{\Omega} \) and the extended function by \( \tilde{u} \). Then \( \tilde{u} \) belongs to \( H^1(\bar{\Omega}) \), since for all \( \varphi \in \tilde{C}^\infty(\bar{\Omega}) \) it follows that \( \varphi \in C^\infty(\Gamma_\tau) \) and hence
\[ \langle \tilde{u}, \partial_i \varphi \rangle_{L^2(\bar{\Omega})} = (u, \partial_i \varphi)_{L^2(\Omega)} = - (\partial_i u, \varphi)_{L^2(\Omega)} = - (\tilde{\partial}_i u, \varphi)_{L^2(\Omega)}. \]

Since \( \tilde{u} \) is zero in the extension part of \( \bar{\Omega} \), its trace vanishes on \( \Gamma_\tau \) and coincides with the trace of \( u \) itself, which shows that \( u \in \tilde{H}^1_{\Gamma_1}(\Omega) \). Therefore, we have
\[ \tilde{H}^1_{\Gamma_1}(\Omega) \subset \tilde{H}^1_{\Gamma_1}(\Omega) \subset \tilde{H}^1_{\Gamma_1}(\Omega). \]

The reverse inclusion is proved with the help of Lemma A.1. Suppose \( u \in \tilde{H}^1_{\Gamma_1}(\Omega) \). Let \( U_1, \ldots, U_K \subset \mathbb{R}^3 \) be an open covering of \( \Gamma \) (see Definitions 2.3 and 2.5), and set \( U_0 = \Omega \). Moreover, let \( \chi_k, k = 0, \ldots, K, \) denote a partition of unity subordinate to the open covering \( U_0, \ldots, U_K \) of \( \mathbb{R}^3 \). Since \( \text{supp} \, \chi_0 \subseteq \Omega \), we obtain by mollification \( u_0 := \chi_0 u \in H^1(\Omega) \subset H^1_{\Gamma_1}(\Omega) \). Let \( k = 1, \ldots, K \). Then it is sufficient to show that
\[ u_k := \chi_k u \in \tilde{H}^1_{\Gamma_1}(\Omega) \]
begins to \( \tilde{H}^1_{\Gamma_1}(\Omega) \), since then \( u = \sum_{k=0}^K u_k \in \tilde{H}^1_{\Gamma_1}(\Omega) \). Hence, by Remark 2.1(i), it is sufficient to show that \( u_k, k = 1, \ldots, K, \) can be approximated in \( H^1(\Omega) \) by \( \tilde{C}^0_{\Gamma_1}(\Omega) \) functions. We will utilize the notation of subsection 4.2. Then
\[ u_k \in \tilde{H}^1_{\Gamma_1, k}(\Omega_k), \quad \tilde{u}_k := u_k \circ \tilde{\psi}_k \in \tilde{H}^1_{\Gamma_1}(\Xi), \]
and there are three cases, i.e., \( \gamma_\tau \in \{ \emptyset, B_0, B_{0,\cdots} \} \), to be discussed. Let \( k = 1, \ldots, K \) and \( \delta > 0 \).

\( \gamma_\tau = B_0 \): Then \( \hat{u}_k \in \tilde{H}^1_\delta(\Xi) = \tilde{H}^1(\Xi) = \tilde{H}^1(\Xi) \) by classical results. Hence \( \hat{\varphi} \in \tilde{C}^\infty(\Xi) \) with \( \| \hat{\varphi} - \hat{u}_k \|_{\tilde{H}^1(\Xi)} < \delta \). So \( \varphi := \hat{\varphi} \circ \phi_k \in \tilde{C}^{0,1}(\Omega_k) \subset \tilde{C}^{0,1}(\Omega) \subset C_{\Gamma_k}^{0,1}(\Omega) \) and by Lemma 4.2 we obtain

\[
|\varphi - u_k|^2_{H^1(\Omega)} = |\varphi - u_k|^2_{H^1(\Omega_k)} = \int_{\Omega_k} \left( |\varphi - u_k|^2 + |\nabla \varphi - \nabla u_k|^2 \right)
= \int_{\Xi} \left| \det \psi_k \right| \left( |\hat{\varphi} - \hat{u}_k|^2 + |\nabla \hat{\varphi} - \nabla \hat{u}_k|^2 \right)
= \int_{\Xi} \left| \det \psi_k \right| \left( |\hat{\varphi} - \hat{u}_k|^2 + |(\psi_k')^{-1} (\nabla \hat{\varphi} - \nabla \hat{u}_k)|^2 \right)
\leq c \int_{\Xi} \left( |\hat{\varphi} - \hat{u}_k|^2 + |\nabla \hat{\varphi} - \nabla \hat{u}_k|^2 \right) = c \| \hat{\varphi} - \hat{u}_k \|^2_{H^1(\Xi)} < c \delta^2.
\]

\( \gamma_\tau = \emptyset \): Then \( \hat{u}_k \in \tilde{H}^1_\delta(\Xi) \subset H^1(\Xi) \) and by Calderon’s extension theorem \( \hat{u}_k \) can be identified with \( \hat{u}_k \in H^1(\mathbb{R}^3) \). Thus there exists some \( \tilde{\varphi} \in \tilde{C}^\infty(\mathbb{R}^3) \) with \( |\hat{\varphi} - \hat{u}_k|^2_{H^1(\mathbb{R}^3)} < \delta \) and \( \varphi := \tilde{\varphi} \circ \phi_k \in C^{0,1}(\Omega_k) \). Let \( \eta_k \in \tilde{C}^\infty(U_k) \) with \( \eta_k = 1 \) on \( \text{supp } \chi_k \). We set \( \varphi_k := \eta_k \varphi \in \tilde{C}^{0,1}(\Omega_k) \subset C_{\Gamma_k}^{0,1}(\Omega) \) and note that \( u_k = \eta_k u_k \) does not change. With \( \varphi_k - u_k = \eta_k (\varphi - u_k) \) and (33) we get

\[
|\varphi_k - u_k|^2_{H^1(\Omega)} \leq |\varphi - u_k|^2_{H^1(\Omega_k)} \leq c \| \hat{\varphi} - \hat{u}_k \|^2_{H^1(\Xi)} < c \delta.
\]

\( \gamma_\tau = B_{0,\cdots} \): Then \( \hat{u}_k \in \tilde{H}^1_\delta(\Xi) \) and we identify \( \hat{u}_k \) with its extension by zero to \( \mathbb{R}^3_- \).

Therefore Lemma A.1 yields some \( \tilde{\varphi} \in \tilde{C}^\infty(\mathbb{R}^3 \setminus \mathbb{R}^3_-) \) with \( \| \tilde{\varphi} - \hat{u}_k \|^2_{H^1(\mathbb{R}^3_-)} < \delta \).

Hence \( \tilde{\varphi} \in \tilde{C}^\infty(\Xi) \) and thus \( \varphi := \tilde{\varphi} \circ \phi_k \in \tilde{C}^{0,1}(\Omega_k) \). Again, let \( \eta_k \in \tilde{C}^\infty(U_k) \) with \( \eta_k = 1 \) on \( \text{supp } \chi_k \) and define \( \varphi_k := \eta_k \varphi \in C_{\Gamma_k}^{0,1}(\Omega_k) \subset C_{\Gamma_k}^{0,1}(\Omega) \). Noting \( u_k = \eta_k u_k \) does not change and with \( \varphi_k - u_k = \eta_k (\varphi - u_k) \) and (33) we see that

\[
|\varphi_k - u_k|^2_{H^1(\Omega)} \leq |\varphi - u_k|^2_{H^1(\Omega_k)} \leq c \| \hat{\varphi} - \hat{u}_k \|^2_{H^1(\Xi)} < c \delta.
\]
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