A new approach based on nonlinear inversion for autocalibrated parallel imaging with arbitrary sampling patterns is presented. By extending the iteratively regularized Gauss–Newton method with variational penalties, the improved reconstruction quality obtained from joint estimation of image and coil sensitivities is combined with the superior noise suppression of total variation and total generalized variation regularization. In addition, the proposed approach can lead to enhanced removal of sampling artifacts arising from pseudorandom and radial sampling patterns. This is demonstrated for phantom and in-vivo measurements.
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1 INTRODUCTION

It was shown recently [1–4] that nonlinear inversion can be applied successfully to image reconstruction of undersampled data from multiple coils, i.e., parallel imaging [5–7]. The joint estimation of images and coil sensitivities, which can be achieved with an iteratively regularized Gauss–Newton (IRGN) method, leads to more accurate estimation of the coil sensitivities, and therefore yields results with improved image quality. It was also demonstrated that this method can be extended to non-Cartesian imaging [8, 9]. In particular, radial sampling has the advantage that the sampling pattern automatically leads to an oversampling of the central frequencies of $k$-space, which eliminates the need to acquire additional reference lines when performing auto-calibrated parallel imaging. Another important characteristic of radial sampling is the fact that aliasing artifacts, which are introduced by undersampling, have a distinctively regular appearance which is usually different from the image content. For this reason, it is possible to remove these so-called streaking artifacts during reconstruction with the integration of suitable penalties on the reconstructed image, with total variation (TV) proving particularly effective in the radial case [10, 11]. Successful application of TV regularization to conventional Cartesian subsampling had been reported as well [12]. This interest in total variation-type regularization has been stimulated by the success of compressed sensing [13, 14] in MRI [15–17], which is often used in combination with pseudorandom sampling (i.e., randomly selecting sampling points from a regular Cartesian grid); see also [18] for a related idea. Recently, compressed sensing has also been used for parallel imaging with unknown coil sensitivities by formulating the reconstruction as a low-rank matrix completion problem [19].

The purpose of this work is to demonstrate that the formulation of autocalibrated parallel imaging as a nonlinear inverse problem yields a general framework that allows the joint estimation of coil sensitivities and image content in combination with arbitrary sampling patterns and variational penalties. This is illustrated via the integration of a TV penalty in the IRGN method. The immediate benefit is that TV regularization helps to suppress the noise amplification [20] that seriously limits parallel imaging with conventional methods (for linear reconstruction methods, the effect of noise suppression due to regularization is well known [21–24]). When applied to data sets obtained with radial or pseudorandom sampling patterns, TV also leads to enhanced removal of artifacts. The flexibility is further shown by replacing TV with a different convex regularization functional that is more suitable in cases when the assumption of piecewise constant images is not reasonable: total generalized variation (TGV) of second order [25, 26]. A similarly general approach in terms of sampling patterns and variational penalties is followed in SPIRiT [27]; however, being based on GRAPPA [7], SPIRiT assumes a linear imaging model and does not perform a direct estimation of the coil sensitivities.
2 THEORY

Mathematically, parallel MR imaging can be formulated as a nonlinear inverse problem where the sampling operator \( \mathcal{F}_S \) (defined by the \( k \)-space trajectory, e.g., Fourier transform followed by multiplication with a binary mask in the case of standard Cartesian subsampling) and the correspondingly acquired \( k \)-space data \( g = (g_1, \ldots, g_N)^T \) from \( N \) receiver coils are given, and the spin density \( u \) and the unknown (or not perfectly known) set of coil sensitivities \( c = (c_1, \ldots, c_N)^T \) have to be found such that

\[
F(u, c) := (\mathcal{F}_S(u \cdot c_1), \ldots, \mathcal{F}_S(u \cdot c_N))^T = g
\]

holds. As was shown in [3, 8], this problem can be solved using the iteratively regularized Gauss–Newton (IRGN) method [28–31], i.e., computing in each step \( k \) for given \( x^k := (u^k, c^k) \) the solution \( \delta x := (\delta u, \delta c) \) of the minimization problem

\[
\min_{\delta x} \frac{1}{2} \| F'(x^k) \delta x + F(x^k) - g \|^2 + \frac{\alpha_k}{2} \mathcal{W}(c^k + \delta c) + \beta_k \mathcal{R}(u^k + \delta u)
\]

for given \( \alpha_k, \beta_k > 0 \), and then setting \( x^{k+1} := x^k + \delta x \), \( \alpha_{k+1} := q_{\alpha} \alpha_k \) and \( \beta_{k+1} := q_{\beta} \beta_k \) with \( 0 < q_{\alpha}, q_{\beta} < 1 \). Here, \( F'(x^k) \) is the Fréchet derivative of \( F \) evaluated at \( x^k \). The term \( \mathcal{W}(c) = \| Wc \|^2 = \| w \cdot \mathcal{F}c \|^2 \) is a penalty on the high Fourier coefficients of the sensitivities and \( \mathcal{R} \) is a regularization term for the image. So far, the application of the IRGN method to parallel imaging has been formulated with a conventional \( L^2 \) penalty [3, 8] (i.e., \( \mathcal{R}(u) = \frac{1}{2} \| u \|^2 \)). As demonstrated in this work, the IRGN method can also be used with other regularization terms, which can be chosen dependent on the application. For example, the stability of the method with respect to noise can be improved: Since \( \alpha_k \) and \( \beta_k \) are decreasing during the iteration, the problem in (2.2) will become increasingly ill-conditioned. This leads to noise amplification, which can be counteracted by using a regularization term with stronger noise removal properties than the \( L^2 \) penalty. A possible choice is the total variation (TV) of the image, i.e.,

\[
\mathcal{R}(u) = \int |\nabla u|_2 \, dx,
\]

where \( | \cdot |_2 \) denotes the Euclidean norm in \( \mathbb{R}^2 \). To calculate the solution of (2.2), we make use of the dual characterization of the TV semi-norm:

\[
\beta \int |\nabla u|_2 \, dx = \sup_{p \in C_\beta} (u, - \text{div} \, p),
\]

where \( p = (p_1, p_2)^T \), \( \text{div} \, p = \partial_x p_1 + \partial_y p_2 \) with appropriate boundary conditions and

\[
C_\beta = \{ p \in L^2(\Omega; \mathbb{C}^2) : \text{div} \, p \in L^2(\Omega; \mathbb{C}), |p(x)|_2 \leq \beta \text{ for almost all } x \in \Omega \}.
\]

The problem in (2.2) then becomes a non-smooth convex-concave saddle-point problem,

\[
\min_{\delta u, \delta c} \max_{p \in C_\beta} \frac{1}{2} \| F'(x^k) \delta x + F(x^k) - g \|^2 + \frac{\alpha_k}{2} \mathcal{W}(c^k + \delta c) + \langle u^k + \delta u, - \text{div} \, p \rangle,
\]
Algorithm 1 Solution of TV sub-problem (2.6)

1: function TVsolve\(u, c, g, \alpha, \beta\)
2: \(\delta u, \delta \bar{u}, \delta c, \bar{\delta}c, p \leftarrow 0\), choose \(\sigma > 0\)
3: repeat
4: \(p \leftarrow \text{proj}_\beta(p + \tau \nabla (u + \delta u))\)
5: \(\delta u_{\text{old}} \leftarrow \delta u, \delta c_{\text{old}} \leftarrow \delta c\)
6: \(\delta u \leftarrow \delta u - \sigma (\sum_{i=1}^n c_i^* \cdot F_s^*(u \cdot \delta c_i + c_i \cdot \delta \bar{u}) + F(u, c) - \bar{g}) - \nabla u\)
7: \(\delta c \leftarrow \delta c - \sigma (u^* \cdot F_s^*(u \cdot \delta c_i + c_i \cdot \delta \bar{u}) + F(u, c) - \bar{g}) + \alpha W^* W(c_i + \delta c_i))\)
8: \(\bar{\delta}u \leftarrow 2\delta u - \delta u_{\text{old}}\)
9: \(\bar{\delta}c \leftarrow 2\delta c - \delta c_{\text{old}}\)
10: until convergence
11: return \(\delta u, \delta c\)
12: end function

which can be solved efficiently using a projected primal-dual extra-gradient method \[32, 33\],
given as Algorithm 1. Since this requires only application of \(F'(x^k)\) and its adjoint \(F'(x^k)^*\),
the algorithm can be implemented efficiently on modern multi-core hardware such as graphics
processing units (GPUs). Due to the bilinear structure of \(F\), the action of \(F'(x^k)\) and \(F'(x^k)^*\)
can be calculated explicitly in terms of the subsampling operator \(F_s\) and its adjoint \(F_s^*\). The
projection onto the convex set \(C_\beta\) can be calculated pointwise by setting for all \(x \in \Omega\)
\begin{equation}
\text{proj}_\beta(q)(x) = \frac{q(x)}{\max(1, \beta^{-1}(|q(x)|_2))}.
\end{equation}

Since TV regularization is known to introduce staircasing artifacts if the penalty parameter
is large, we also consider second order total generalized variation (TGV), which is a general-
ization of TV that avoids the staircasing in regions of smooth signal change \[25, 26\]. This
amounts to setting
\begin{equation}
\beta \mathcal{R}(u) = \inf_v \beta \|\nabla u - v\| + 2\beta \|\mathcal{E} v\|,
\end{equation}
where \(\mathcal{E} v = \frac{1}{2}(\nabla v + \nabla v^\top)\) denotes the symmetrized gradient of the complex-valued vector
field \(v \in C^1(\Omega; \mathbb{C}^2)\). We refer to \[25, 26\] for a detailed description of this functional and an
explanation of its properties. Using again the dual representation of the norms, the Gauss–
Newton step (2.2) is equivalent to the saddle point problem
\begin{equation}
\min_{\delta u, \delta c, \nu} \max_{\nu \in \mathcal{C}_\nu} \frac{1}{2} \|F'(x^k) \delta x + F(x^k) - \bar{g}\|^2 + \frac{\alpha_k}{2} \mathcal{W}(c^k + \delta c) + \langle \nabla u^k + \delta u - \nu, p \rangle + \langle \mathcal{E} v, q \rangle,
\end{equation}
where
\begin{equation}
\mathcal{C}_\nu^2 = \left\{ q \in \mathcal{C}_\nu(\Omega, S^{2 \times 2}) : \left( |q_{11}(x)|^2 + |q_{22}(x)|^2 + 2|q_{12}(x)|^2 \right) \right\} \leq 2\beta \forall x \in \Omega
\end{equation}
and \(S^{2 \times 2}\) denotes the set of symmetric complex matrices. The corresponding extra-gradient
method is given as Algorithm 2, where the projection \(\text{proj}^2_{\beta}\) onto \(\mathcal{C}^2_\beta\) can again be computed
pointwise.
All measurements were performed on a clinical 3T system (Siemens Magnetom TIM Trio, Erlangen, Germany). Written informed consent was obtained from all volunteers prior to the examination.

For the first experiment, a fully sampled $T_2$ weighted 2D turbo spin echo data set of the brain of a healthy volunteer was acquired with a 32-channel receive coil. An SVD based coil compression [34] was applied to reduce the data to 12 virtual channels. Sequence parameters were TR=5000ms, TE=91ms, turbo factor 10, matrix size $256 \times 256$, slice thickness 4mm and an in-plane resolution of 0.86mm $\times$ 0.86mm. Raw data was exported from the scanner and then subsampled retrospectively with an adapted pseudorandom sampling pattern [16], where sampling points on a regular Cartesian grid are randomly selected according to a specified probability density function which is based on the energy distribution in $k$-space of medical images [35].

Accelerated acquisition with pseudorandom sampling was then tested with phantom experiments and in-vivo measurements of the brain of a healthy volunteer. A receive-only 12-channel head coil was used, and the data was compressed to 8 virtual channels for the phantom measurements and 9 channels for the in-vivo experiments. Measurements were performed with a 3D FLASH sequence with the following sequence parameters: TR=20ms, TE=5ms, flip angle $18^\circ$, matrix size $256 \times 256 \times 256$. The pulse sequence was modified to include a binary 2D mask defining the subsampling of both phase-encoding directions. For the
phantom experiments, a resolution of 1mm×1mm×5mm was used. The in-vivo measurements were obtained with an isotropic spatial resolution of 1mm. Raw data was exported from the scanner, a 1D Fourier transform was performed along the readout direction, and partitions orthogonal to this axis were reconstructed.

For comparison, conventional TV filtering was applied to the magnitude images obtained from standard IRGN reconstruction of both the subsampled and the accelerated in-vivo pseudorandom data set. Radial sampling experiments were performed with an rf-spoiled radial FLASH sequence with sequence parameters TR=2.0 ms, TE=1.3 ms, and a flip angle of 8°. Images of a water phantom and of the heart of a healthy volunteer were made. In-vivo data was acquired with a 32-channel body array coil, and data acquisition was performed with a protocol designed for real-time imaging [36–38] without cardiac gating and during free breathing [39]. After the acquisition, the data was compressed to 12 virtual channels for the in-vivo experiments and 8 virtual channels for the phantom experiments. An in-plane resolution of 2mm×2mm and a slice thickness of 8mm was used in combination with 128×128 image matrices. Due to the two-fold oversampling, this resulted in 256 sample points for each radial spoke.

3.2 NONLINEAR RECONSTRUCTION

All reconstructions were performed offline using a Matlab (R2010a, The MathWorks, Natick, MA, USA) implementation of the described nonlinear inversion method. For the reconstruction of radial data sets, Fessler and Sutton’s NUFFT [40] code was used. To facilitate comparison, the solution of (2.2) with \( R(\psi) = \frac{1}{2} \| \psi \|_{2}^{2} \) was computed using the same extra-gradient scheme, which can be obtained from Algorithm 1 by removing step 4 and replacing the term – \( \text{div} \, p \) with \( +\beta u + \tilde{\delta}u \) in step 6. In the following, we will refer to the Gauss–Newton reconstruction using an \( L^{2} \)-penalty simply as IRGN, while the reconstruction using TV and TGV penalties will be denoted by IRGN-TV and IRGN-TGV, respectively.

3.3 PARAMETER CHOICE

The parameters in Algorithm 1 were chosen according to the convergence theory for the projected extra-gradient scheme. The step lengths \( \sigma \) and \( \tau \) were selected such that \( \sigma \tau L^{2} < 1 \) holds, where \( L \) is the Lipschitz constant of the gradient of the functional to be minimized. This constant depends on the subsampling strategy and the iterates \( u^{k}, c^{k} \), but can be estimated using a few iterations of the power method to approximately compute the norms of the partial Fréchet derivatives of the linearized operator \( F'(x) \). As the norm of the finite difference approximation of the divergence and gradient operators with mesh size 1 is \( \sqrt{8} \), we set \( \tau = \sigma = 1/\sqrt{8 + 2 \max( |\tilde{L}_{u}|, |\tilde{L}_{c}| )} \) in Algorithm 1, where \( \tilde{L}_{u}, \tilde{L}_{c} \) are the estimates from the power method. The step lengths in Algorithm 2 were set to \( \tau = \sigma = 1/\sqrt{12 + 2 \max( |\tilde{L}_{u}|, |\tilde{L}_{c}| )} \) based on the norm of the linear operator involving the symmetrized derivative. The iteration was terminated after a fixed number of iterations, since the efficiency estimate for the extra-gradient method gives an upper bound on the required number of iterations to achieve a
given accuracy. Since a high accuracy is not necessary during the initial Gauss–Newton iterations with large penalties, we started with $N_0 = 20$ iterations and set $N_k = 2N_{k+1}$. These choices were stable and yielded good results for all data sets.

The parameters in the Gauss–Newton iteration were chosen according to a quasi-optimality criterion. The initial penalties $\alpha_0$, $\beta_0$ were chosen such that the norm of the residual $\|F(u^t, c^t) - g\|$ after the first iteration was roughly $3/4$ of the initial residual, and the reduction factors $q_\alpha, q_\beta$ were set such that each further iteration roughly reduced the residual by a factor of $1/2$. The iteration was terminated once the achieved reduction factor fell below $3/4$. This lead to the choice $\alpha_0 = 1, \beta_0 = 2, q_\alpha = q_\beta = 1/10$, and 5 Gauss–Newton iterations for the radial data set. For the pseudorandom data set, $\beta_0 = 1, q_\beta = 1/5$ and 6 Gauss–Newton iterations were used.

Since the TV regularization parameter is continually decreased during the Gauss–Newton iteration, the final reconstruction will typically not show strong signs of TV filtering such as a cartoon-like appearance. A more pronounced TV effect can be achieved if the decrease of the regularization parameter is stopped at the desired level. To illustrate this, we will also show reconstructions where we have set $\beta_{k+1} = \max(\beta_{\text{min}}, q_j \beta^*)$ with $\beta_{\text{min}} = 5 \cdot 10^{-3}$ for $L^2$, TV and TGV regularization (with otherwise unchanged parameters).

Due to the difference in functionals and normalization of raw data and reconstructed magnitude images, it is not sensible for comparison purposes to use the above values of $\beta_{\text{min}}$ as regularization parameters for TV filtering. Instead, based on visual inspection, an optimal parameter was chosen for each data set. For the subsampled data with $R = 6$, this was $\beta_{\text{min}}^* = 5 \cdot 10^{-3}$, while the accelerated in-vivo data with $R = 4$ required $\beta_{\text{min}}^* = 1.5 \cdot 10^{-2}$.

4 RESULTS

Figure 1 compares IRGN and IRGN-TV reconstructions (with $\beta_{\text{min}} = 0$) of the retrospectively pseudorandomly subsampled data with a sum-of-squares image obtained from the fully sampled data. Shown are results for acceleration factors of $R = 4$, $R = 6$ and $R = 8$ (defined as the ratio of total to acquired points on the underlying Cartesian sampling grid). With larger acceleration factors, an increasing amount of noise amplification and residual incoherent aliasing can be observed in the IRGN reconstructions, while this effect is reduced with IRGN-TV. The difference is especially noticeable in the magnified details shown in Fig. 2.

Figure 3 shows a partition of a water phantom reconstructed with IRGN and IRGN-TV from pseudorandomly subsampled 3D data using acceleration factors $R = 4$ and $R = 10$. The reduced noise amplification and artifact removal characteristics of IRGN-TV are clearly visible for both acceleration factors. In the case of moderate acceleration with $R = 4$, the final TV regularization parameter $\beta_{\text{min}}$ was set to zero. For $R = 10$, $\beta_{\text{min}} = 5 \cdot 10^{-3}$ was used to achieve a stronger TV regularization and a better removal of artifacts. It must be noted that the phantom only consists of regions that are piecewise constant, and therefore the underlying assumption of the TV penalty is fulfilled. However, in the case of $R = 10$ with increased TV regularization, staircasing artifacts can be observed in regions where modulations caused by the inhomogeneity of the coil sensitivities affect the reconstructed image.
Figure 1: Comparison of IRGN (top) and IRGN-TV (bottom) for retrospective pseudorandom subsampling ($\beta_{\text{min}} = 0$). From left: fully sampled acquisition, acceleration factors $R = 4$, $R = 6$, $R = 8$.

Figure 2: Magnified detail of Figure 1.
Figure 3: Comparison of IRGN (left) and IRGN-TV (right) for pseudorandom subsampling of a water phantom. Top: acceleration factor $R = 4$, $\beta_{\text{min}} = 0$; bottom: $R = 10$, $\beta_{\text{min}} = 5 \cdot 10^{-3}$. 
The above findings are confirmed for in-vivo conditions. A partition of a human brain reconstructed from pseudorandomly subsampled measurements is displayed in Fig. 4. In this example, using a moderate acceleration of $R = 4$, $\beta_{\text{min}}$ was again set to zero. Similar to the experiments with the phantom, a pronounced reduction of the noise can be observed in the image reconstructed with IRGN-TV as compared to the conventional IRGN reconstruction. As seen in the enlarged image regions, image details are preserved well in the IRGN-TV reconstruction.

The comparison of IRGN-TV with IRGN followed by TV filtering of the reconstructed magnitude image is shown in Fig. 5 (subsampled data with $R = 6$ and accelerated in-vivo acquisition with $R = 4$; the results of IRGN-TV are identical to those of Figs. 1 and 4). Although postprocessing using an optimal TV parameter yields results that are comparable to IRGN-TV, this parameter value is specific to each data set: The optimal value $\beta_{\text{opt}} = 5 \cdot 10^{-3}$ for the subsampled data set (left column in Fig. 5) results in insufficient filtering for the accelerated in-vivo scan, while the optimal choice $\beta_{\text{opt}} = 1.5 \cdot 10^{-2}$ for the in-vivo scan (middle column in Fig. 5) already leads to over-regularization when applied to the first data set. In contrast, the results with IRGN-TV (right column) were obtained using the same parameter set – most notably $\beta_{\text{min}} = 0$ – in both cases.

Figure 6 shows two slices of a water phantom acquired with subsampled radial measurements and reconstructed with IRGN and IRGN-TV. Here, 25 spokes were acquired to reconstruct a $128 \times 128$ matrix, corresponding to an undersampling factor of approximately 8 in comparison to a fully sampled radial data set ($128 \cdot \frac{\pi}{2} \approx 201$ spokes). Because of the high undersampling, an increased value of $\beta_{\text{min}} = 5 \cdot 10^{-3}$ was used in this example. Both slices show reduced noise and streaking artifacts when IRGN-TV is used. However, one of the images (top row in Fig. 6) again exhibits staircasing artifacts for the IRGN-TV solution.

Reconstructions of real-time images of the beating heart are displayed in Fig. 7. Results for 25 ($R \approx 8.0$), 21 ($R \approx 9.6$), and 19 ($R \approx 10.6$) acquired spokes are shown, corresponding to image acquisition times of 50ms, 41ms, and 38ms. For all reconstructions, $\beta_{\text{min}} = 5 \cdot 10^{-3}$ was used. The image reconstructed from the 25 spokes data set does not show streaking artifacts for both IRGN and IRGN-TV. However, noise amplification is much stronger for IRGN. In contrast, reconstructions from 21 and 19 spokes show residual streaking artifacts due to increased subsampling, which are again reduced in the images reconstructed with IRGN-TV.

The effect of TGV regularization is demonstrated in Fig. 8. It shows highlighted regions of both phantom images affected by staircasing artifacts (pseudorandom and radial sampling, see Figs. 3 and 6) using TV as well as TGV regularization, both with $\beta_{\text{min}} = 5 \cdot 10^{-3}$. The staircasing artifact is completely removed in the reconstruction with the IRGN-TGV method.

5 DISCUSSION

The results from this work demonstrate that pronounced improvements in reconstruction quality of parallel imaging with nonlinear inversion can be achieved with TV and TGV based regularization instead of a simple $L^2$ penalty. If moderate acceleration is used (Fig. 3,
Figure 4: Comparison of IRGN (left) and IRGN-TV (right) for pseudorandom subsampling of in-vivo data ($R = 4, \beta_{\text{min}} = 0$). Top: full view; bottom: magnified detail.
Figure 5: Comparison of IRGN-TV to TV filtering of conventional IRGN reconstructions for pseudorandom subsampling with $R = 6$ (top, same data as Fig. 1) and accelerated in-vivo imaging with $R = 4$ (bottom, same data as Fig. 4). For TV filtering, optimal regularization parameters were identified by visual inspection: $\beta_1^* = 5 \cdot 10^{-3}$ (left, for subsampled data) and $\beta_2^* = 1.5 \cdot 10^{-2}$ (middle, for in-vivo data). Both results for IRGN-TV (right) were obtained using the same parameter set, esp. $\beta_{\text{min}} = 0$. 
Figure 6: Comparison of IRGN (left) and IRGN-TV (right) for radial sampling of a phantom (25 spokes, $\beta_{\text{min}} = 5 \cdot 10^{-3}$). Shown are two slices.
Figure 7: Comparison of IRGN (left) and IRGN-TV (right) for radial sampling of a human heart ($\beta_{\text{min}} = 5 \cdot 10^{-3}$). Top: 25 spokes. Highlighted are structures with little signal intensity that can be lost due to strong TV regularization. Middle: 21 spokes. Highlighted are structures of similar size but slightly higher signal intensity that are preserved even in case of TV regularization. Bottom: 19 spokes.
Figure 8: Comparison of IRGN-TV and IRGN-TGV for phantom data (top: pseudorandom sampling; bottom: radial sampling; both: $\beta_{\min} = 5 \cdot 10^{-3}$). Left: IRGN-TV (magnified details from Figs. 3, $R = 10$ and 6). Modulations from the coil sensitivities lead to pronounced staircasing artifacts from TV regularization. Right: IRGN-TGV. Staircasing artifacts are completely removed for TGV regularization.
case of $R = 4$; Fig. 4), TV serves as a stabilization term against noise amplification, which otherwise limits the practical use of parallel imaging to low acceleration factors. In cases where acceleration is pushed to its limits (Fig. 3, case of $R = 10$; Figs. 6 and 7), TV also leads to an additional removal of undersampling artifacts when combined with trajectories that produce incoherent aliasing. However, it must be noted that in this case, small image features with low contrast may also be removed during the reconstruction. This effect can be observed for some smaller structures, which are highlighted in Fig. 7. It can be seen in the top row that structures with low signal, which are still visible in conventional IRGN reconstructions, are removed when TV is applied. However, as indicated by the highlights in the middle row, objects with a slightly higher signal intensity, even though of same size, are preserved in both reconstructions.

As can be seen from Fig. 5, the results of IRGN-TV are comparable to those achievable by TV filtering, since the regularization term is the same in both cases. However, this requires (manual) parameter tuning in the case of TV filtering, even though the data sets were very similar in terms of anatomy, sampling pattern and normalization. In contrast, IRGN-TV performed similarly well on both data sets for the same choice of parameters, which can be attributed to the fact that the data fitting term in IRGN-TV considers only the actually acquired $k$-space coefficients. This allows more accurate discrimination between image content and reconstruction artifacts. On the other hand, the data fitting term in TV filtering is based solely on image-space contrast. Furthermore, due to the iterative nature of the IRGN method, the noise suppression properties of strong TV regularization can take effect even for a small final regularization parameter value.

Our Matlab implementations reconstructed a single slice in a few minutes, where IRGN-TV took roughly 10% more time than IRGN (and similarly, IRGN-TGV was about 10% slower than IRGN-TV). It is possible to exploit the differentiability of the data consistency term to apply more efficient minimization algorithms such as the method of conjugate gradients in the case of IRGN or order optimal convex minimization methods such as those investigated in [33] for IRGN-TV and IRGN-TGV. Because this work focused on the effect of the different regularization techniques on image quality, the same primal-dual extra-gradient method was used as inner algorithm in all cases to allow a direct comparison for identical parameter choices. In this context, it should be noted that the parameters for the iteratively regularized Gauss–Newton method were independent of the chosen regularization term, and only depended on the trajectory type. Similarly, since the norm of the forward operator is estimated in the algorithm, the fixed parameters for the primal-dual extra-gradient methods were independent of the data set.

In this work, the flexibility to include different regularization terms was demonstrated on 2D examples, where each image (slice, i.e., 2D partition of a 3D data set, or frame of a time series) was reconstructed individually. While computationally more demanding, the extension of the penalties into a third space or a time dimension should further improve the image quality due to temporal redundancies in dynamic sequences – an effect that is well described in the literature [41–44]. For example, earlier work has shown that residual streaking artifacts in radial imaging can be removed with the use of a median filter in the time dimension when using an interleaved $k$-space sampling scheme [45]. Since the median filter
can be interpreted as solving an $L^1$ minimization problem, it is expected that the inclusion of a corresponding penalty – either in the form of an $L^1$ penalty on the difference between the current and previous slice or frame, or of a higher-dimensional $T(G)V$ penalty on the full data set – will yield even better results. The resulting convex minimization problems can be solved using the same primal-dual extra-gradient method as employed in this work.

Another possible extension of this work is the integration of additional information about the physical signal model into the functional in (2.2). An important application is mapping of relaxation parameters in multi echo sequences [46,47]. Here, the framework of nonlinear inverse problems makes it straightforward to perform parameter identification during the reconstruction. Since the parameters are thus estimated directly from the raw data, instead of from reconstructed images, better quantification is possible.

6 CONCLUSIONS

This work describes an approach to include additional variational penalties in parallel imaging with nonlinear inversion. The presented algorithms combine the advantages of nonlinear inversion, i.e., improved image quality through a better estimation of the coil sensitivities, with the advantageous properties of TV-based regularization terms. In addition to reducing the noise, the regularization is able to remove undersampling artifacts when combined with sampling strategies that produce incoherent aliasing, such as radial and pseudorandom sampling. The approach has the additional benefit that the inclusion of physiological parameters, either as additional penalties or as unknown parameters to be reconstructed, is straightforward.
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