NO-GAP SECOND-ORDER OPTIMALITY CONDITIONS FOR OPTIMAL CONTROL OF A NON-SMOOTH QUASILINEAR ELLIPTIC EQUATION
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Abstract This paper deals with second-order optimality conditions for a quasilinear elliptic control problem with a nonlinear coefficient in the principal part that is countably $C^2$ (continuous and $C^2$ apart from countably many points). We prove that the control-to-state operator is continuously differentiable even though the nonlinear coefficient is non-smooth. This enables us to establish “no-gap” second-order necessary and sufficient optimality conditions in terms of an abstract curvature functional, i.e., for which the sufficient condition only differs from the necessary one in the fact that the inequality is strict. A condition that is equivalent to the second-order sufficient optimality condition and could be useful for error estimates in, e.g., finite element discretizations is also provided.

1 INTRODUCTION

This work is concerned with the quasilinear elliptic optimal control problem

\[
\begin{aligned}
\min_{u \in L^{\infty}(\Omega), y \in H^1_0(\Omega)} & \quad J(y, u) := G(y) + \frac{v}{2}\|u\|_{L^2(\Omega)}^2 \\
\text{s.t.} & \quad - \text{div}[(b + a(y))\nabla y] = u \quad \text{in} \ \Omega, \\
& \quad \alpha(x) \leq u(x) \leq \beta(x) \quad \text{a.e.} \ x \in \Omega,
\end{aligned}
\]

with a $C^2$-functional $G : H^1_0(\Omega) \to \mathbb{R}$ for a bounded convex domain $\Omega \subset \mathbb{R}^N$, $N \in \{2, 3\}$, a Lipschitz continuous function $b : \overline{\Omega} \to \mathbb{R}$, a continuous and piecewise twice differentiable function $a : \mathbb{R} \to \mathbb{R}$, functions $\alpha, \beta \in L^{\infty}(\Omega)$ satisfying $\beta(x) - \alpha(x) \geq \gamma$ for some $\gamma > 0$ and almost every $x \in \Omega$, and a positive constant $v$. For the precise assumptions on the data of (P), we refer to Section 2.

The state equation in the optimal control problem (P) arises, for instance, in models of heat conduction with a nonlinear dependence on the temperature $y$ that allows for different behavior in different temperature regimes with sharp phase transitions. When the conductivity coefficient is of class $C^2$ in the state variable $y$, second-order necessary and sufficient conditions for such optimal control problems were already obtained in [12, 10]. However, if the coefficient is non-smooth, the standard tools for smooth
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problems are typically inapplicable, making the analytical and numerical treatment challenging. The goal of this paper is therefore to derive second-order necessary and sufficient optimality conditions for (P). Specifically, we introduce a curvature functional in terms of the jumps of the first-order derivatives of \(a\) in critical points (see Section 5.2). Using a second-order Taylor-type expansion and estimates of the functional in terms of the jumps of \(a'\) in the optimal state, we derive second-order necessary as well as sufficient conditions that are “no-gap” conditions in the sense that the only difference between necessary and sufficient conditions are in the fact that the inequality in the latter are strict (see Theorems 5.9 and 5.10). In addition, we derive an equivalent formulation of the second-order sufficient condition useful for proving error estimates for finite element discretizations of (P), which will be the focus of a follow-up work.

Let us comment on related work. As far as second-order sufficient optimality conditions (SSC) are concerned, there is a rich literature on SSC for smooth PDE constrained optimal control problems; see, e.g., the articles [11, 10, 8, 24, 28, 27], the seminal book [30], the survey [13], as well as the references therein.

Regarding second-order necessary optimality conditions (SNC) for optimization problems, it is well-known that the second-order derivative of a Lagrangian function (or of the reduced cost functional) is, in general, not less than a so-called “sigma-term” [7, Chap. 3]. This term is defined as the value of a support functional of a second-order tangent set and contributes prominently in the gap between SNC and SSC. If, in addition, the optimization problem satisfies the polyhedricity condition, then the “sigma-term” and hence the gap vanishes; see, e.g., [7, Prop. 3.53]. For related works for smooth semilinear PDE-constrained problems, we refer to [1, 23, 6, 2, 5] as well as the references therein for \(C^2\) coefficients, while [31] treats the case where the nonlinearities are of class \(C^1\), but not \(C^2\), and second-order sequentially directionally differentiable. In particular, [5] is to the best of our knowledge the first work deriving no-gap second order conditions for optimal control of PDEs with polyhedral constraint sets. Another approach to deal with SNC for problems governed by smooth quasilinear elliptic equations was followed in [12, 10]. There, the non-negativity of the second-order derivatives of auxiliary real functions at minimum points (see [12, pp. 710]) was employed to derive SNC that have a minimal gap in comparison with the corresponding SSC [12, Rem. 5.3.1]. Interestingly, an inspection shows that the problems considered in [12, 10] fulfill the polyhedricity condition.

However, there are comparatively few contributions on SSC for optimal control problems governed by non-smooth PDEs, and even less on SNC for such problems. In the literature, a common approach pursued in, e.g., [25, 3, 16] is to exploit a strong stationarity condition to obtain a second-order Taylor-type expansion of the mapping \(u \mapsto J(S(u), u)\), where \(S\) is the control-to-state operator. In these papers, SSC are derived using an additional sign assumption on the Lagrange multipliers in the vicinity of the contact set that ensures a so-called “safety distance” [4, Rem. 4.13]. In contrast, here we can use that the gradient term \(\nabla y\) occurring in the Taylor-type expansion (5.9) vanishes on the “active set” where the coefficient is non-differentiable (due to the countability assumption on the set of non-differentiability points of \(a\)). The benefit of following this approach is that we do not need any sign assumption on the multipliers. A related approach of deriving no-gap second order-conditions for non-smooth problems in terms of a generalized curvature functional was introduced in [15, 16].

Finally, we mention that a generalized version of problem (P) was studied in [18] to derive the Clarke, Bouligand, and strong stationarity conditions for the case where the coefficient \(a\) is merely directionally differentiable and locally Lipschitz continuous. In [18], we proved the equivalent of Clarke and strong stationarity conditions when the function \(a\) is countably \(PC^1\) (countinuous and \(C^1\) apart from countably many points). More interestingly, as we will see later, under this additional assumption the control-to-state operator is, indeed, first-order continuously differentiable because of the countability assumption and the occurrence of the divergence term in the linearized equation, cf. Theorem 3.5 below.
The paper is organized as follows. Section 2 is devoted to notation and the main assumptions of (P). In Section 3, we provide some required properties of the state equation, where we present some results on the existence, uniqueness, and regularity of solutions and prove first-order differentiability of the control-to-state operator. Section 4 is concerned with the existence of minimizers as well as first-order necessary optimality conditions of (P). The main results of the paper, the no-gap second-order necessary and sufficient conditions, are derived in Section 5. Finally, the paper ends with appendices showing an a priori estimate for (P) on convex domains and deriving the explicit form of a jump functional $\Sigma(y)$, introduced in Section 5, for two examples.

2 NOTATION AND MAIN ASSUMPTIONS

Notation. For a given point $u \in X$ and $\rho > 0$, we denote by $B_X(u, \rho)$ and $\overline{B}_X(u, \rho)$ the open and closed balls, respectively, of radius $\rho$ centered at $u$. For Banach spaces $X$ and $Y$, the notation $X \hookrightarrow Y$ means that $X$ is continuously embedded in $Y$, and $X \Subset Y$ means that $X$ is compactly embedded in $Y$. For a Banach space $X$ with dual $X^*$, the symbol $(\cdot, \cdot)_{X^* \cdot X}$ denotes the duality pairing between $X$ and $X^*$. For a function $f : \Omega \to \mathbb{R}$ defined on a domain $\Omega \subset \mathbb{R}^d$ and a subset $A \subset \mathbb{R}$, we denote by $\{f \in A\}$ the set of all points $x \in \Omega$ for which $f(x) \in A$. Similarly, for functions $f_1, f_2$ and subsets $A_1, A_2 \subset \mathbb{R}$, the symbol $\{f_1 \in A_1, f_2 \in A_2\}$ denotes the set of all points at which the values of $f_1$ and $f_2$ belonging to $A_1$ and $A_2$, respectively. For any set $\omega \subset \Omega$, the symbol $1_\omega$ stands for the indicator function of $\omega$, i.e., $1_\omega(x) = 1$ if $x \in \omega$ and $1_\omega(x) = 0$ otherwise. Finally, $C$ denotes a generic positive constant, which may be different at different places of occurrence. We also write, e.g., $C_\xi$ for a constant depending only on the parameter $\xi$.

We recall the following definition from, e.g., [29, Chap. 4] or [32, Def. 2.19]. For an open subset $O$ in $\mathbb{R}$, we say that a continuous function $f : O \to \mathbb{R}$ is a $PC^k$-function, $1 \leq k \leq \infty$, if for each point $t_0 \in O$ there exist a neighborhood $O_{t_0} \subset O$ and a finite set of $C^k$-functions $f_i : O_{t_0} \to \mathbb{R}$, $i = 1, 2, \ldots, m$, such that

$$ f(t) \in \{f_1(t), f_2(t), \ldots, f_m(t)\} \quad \text{for all} \quad t \in O_{t_0}. $$

For any continuous $PC^k$-function $f : O \to \mathbb{R}$, $1 \leq k \leq \infty$, we define the exceptional set

$$ E_f := \{t \in O \mid f \text{ is not differentiable at } t\}, $$

which by Rademacher’s Theorem has Lebesgue measure zero. We shall say that a $PC^k$-function $f$ is countably $PC^k$ if the set $E_f$ is countable, i.e., it can be represented as $E_f = \{t_i \mid t_i \in \mathbb{R}, i \in I\}$ for some countable set $I$; see e.g., [18].

Example 2.1. The functions $\mathbb{R} \ni t \mapsto |t| \in \mathbb{R}, \mathbb{R} \ni t \mapsto \max\{0, t\} \in \mathbb{R}$, and $\mathbb{R} \ni t \mapsto \min\{0, t\} \in \mathbb{R}$ are countably $PC^\infty$.

Let $f$ be a countably $PC^1$-function on $\mathbb{R}$. By the decomposition theorem for piecewise smooth functions [19, Prop. 2D.7], $a$ can be expressed as

$$ f(t) = \sum_{i \in I} 1_{(t_i, t_{i+1}]}(t) f_i(t) \quad \text{for all} \quad t \in \mathbb{R}, $$

where $I$ is a countable set of indices, $t_i < t_{i+1}$ for all $i \in I$, and $f_i, i \in I$, are $C^1$-functions on $\mathbb{R}$ such that

$$ f_{i+1}(t_i) = f_i(t_i) \quad \text{for all} \quad i \in I. $$

Here and in what follows, we use the convention $(t, +\infty] := (t, \infty)$. For any $i \in I$, we set

$$ a_i := |f_{i+1}'(t_i) - f_i'(t_i)|. $$
Minding (2.1), this term measures the jump of the derivative of \( f \) in the singular point \( t_i \) and will play an important part in the second-order optimality conditions for (P).

It is easy to see that if \( f \) is a countably \( PC^3 \)-function defined by (2.1), then it is directionally differentiable and its directional derivative is given by

\[
 f'(t; h) = \sum_{i \in I} \left\{ \mathbb{1}_{(t_{i-1}, t_i]}(t) f'_i(t) h + \mathbb{1}_{(t_i, t_{i+1}]}(t) \left[ 1_{(0, \infty)}(h) f'_{i+1}(t_{i+1}) h + 1_{(-\infty, 0)}(h) f'_{i-1}(t_{i-1}) h \right] \right\}.
\]

Throughout the paper, we need the following assumptions.

(A1) \( \Omega \subset \mathbb{R}^N \), \( N \in \{2, 3\} \), is an open, convex, and bounded domain.

(A2) The function \( b : \overline{\Omega} \to \mathbb{R} \) is Lipschitz continuous with Lipschitz constant \( L_b > 0 \) and satisfies

\[
 b(x) \geq b > 0
\]

for all \( x \in \overline{\Omega} \) and for some constant \( b \).

(A3) \( a : \mathbb{R} \to \mathbb{R} \) is a non-negative countably \( PC^2 \) and is defined by (2.1) with \( C^2 \) non-negative functions \( a_i \) satisfying (2.2) and numbers \( t_i \in (-\infty, +\infty), i \in I \). Moreover, there exists a constant \( \delta > 0 \) such that

\[
 t_{i+1} - t_i \geq 2\delta > 0 \quad \text{for all} \ i \in I.
\]

(A4) The functional \( G : H^1_0(\Omega) \to \mathbb{R} \) is of class \( C^2 \).

From now on, for any \( y \in C(\overline{\Omega}) \), we denote by \( I_y \) the finite set of all indices \( i \in I \) such that \( (t_i, t_{i+1}] \cap [\min_{x \in \Omega} y(x), \max_{x \in \Omega} y(x)] \neq \emptyset \), i.e.,

\[
 I_y := \left\{ i \in I \bigg| \exists x \in \overline{\Omega} \text{ such that } y(x) \in (t_i, t_{i+1}] \right\}.
\]

(2.4) Obviously, we then have

\[
 a(y(x)) = \sum_{i \in I_y} \mathbb{1}_{(t_i, t_{i+1}]}(y(x)) a_i(y(x)) \quad \text{for all} \ x \in \overline{\Omega}.
\]

3 CONTROL-TO-STATE OPERATOR

In this section, we shall derive the required results for the state equation

\[
 \begin{align*}
 -\text{div}[(b + a(y)) \nabla y] &= u & \text{in} \ \Omega, \\
 y &= 0 & \text{on} \ \partial \Omega.
\end{align*}
\]

3.1 EXISTENCE, UNIQUENESS, AND REGULARITY OF SOLUTIONS TO THE STATE EQUATION

We first address the existence, uniqueness, and regularity of solutions to (3.1).

Theorem 3.1 (cf. [12, Thm. 2.4 and Thm. 2.5]). Let \( p, q > N \) be arbitrary. Let Assumptions (A1) to (A3) hold. Then, for any \( u \in W^{-1,p}(\Omega) \), there exists a unique solution \( y_u \in W^{1,p}_0(\Omega) \) to (3.1). Moreover, for any bounded set \( U \in W^{-1,p}(\Omega) \), a constant \( C_U \) exists such that

\[
 \|y_u\|_{W^{1,p}_0(\Omega)} \leq C_U \quad \text{for all} \ u \in U.
\]

Moreover, if \( U \) is a bounded set in \( L^q(\Omega) \), then, for any \( u \in U \), there holds that \( y_u \in H^2(\Omega) \cap W^{1,\infty}(\Omega) \) and

\[
 \|y_u\|_{H^2(\Omega)} + \|y_u\|_{W^{1,\infty}(\Omega)} \leq C_U.
\]
Proof. Let $p > N$, $U$ be a bounded set in $W^{-1,p}(\Omega)$, and $u \in U$ be arbitrary. By [12, Thm. 2.2], (3.1) has a unique solution $y_u \in H^1_0(\Omega) \cap C(\Omega)$, and there exists a constant $C_{1,U}$ such that

\begin{equation}
\|y_u\|_{H^1(\Omega)} + \|y_u\|_{C(\Omega)} \leq C_{1,U} \quad \text{for all } u \in U.
\end{equation}

We now use the Kirchhoff transformation (see [33, Chap. V])

\begin{equation}
K(x, t) := b(x) t + \int_0^t a(s) \, ds.
\end{equation}

By setting $\theta_u(x) := K(x, y_u(x))$ for $x \in \bar{\Omega}$, (3.1) can be rewritten as follows

\begin{equation}
\begin{cases}
-\Delta \theta_u = u - \text{div}(\nabla b y_u) & \text{in } \Omega, \\
\theta_u = 0 & \text{on } \partial \Omega.
\end{cases}
\end{equation}

Applying the maximal elliptic regularity for Poisson’s equation on the convex domain (see, e.g., [20, Cor. 1]) to (3.6) yields that

\begin{equation}
\|\theta_u\|_{W^{1,p}_0(\Omega)} \leq C_{\Omega,p,N} \|u - \text{div}(\nabla b y_u)\|_{W^{-1,p}(\Omega)}.
\end{equation}

This, together with (3.4) and the global Lipschitz continuity of $b$, gives

\begin{equation}
\|\theta_u\|_{W^{1,p}_0(\Omega)} \leq C_{2,U} \quad \text{for all } u \in U
\end{equation}

and for some constant $C_{2,U}$. Moreover, for any fixed $x \in \Omega$, $K(x, \cdot)$ is monotonically increasing due to Assumptions (A2) and (A3). It then has an inverse denoted by $T(x, \cdot)$. By a simple computation, we have for all $1 \leq i \leq N$

\begin{equation*}
\left| \frac{\partial y_u}{\partial x_i} \right| = \left| \frac{\partial T}{\partial x_i} + \frac{\partial T}{\partial s} \frac{\partial \theta_u}{\partial s} \right| \leq \frac{1}{b} \left( \left| \frac{\partial b}{\partial x_i} \right| y_u + \left| \frac{\partial \theta_u}{\partial x_i} \right| \right).
\end{equation*}

From this, (3.7), and (3.4), we derive (3.2).

It remains to prove (3.3). To this end, let $U$ be a bounded set in $L^q(\Omega)$ with $q > N$ and take $u \in U$ arbitrary but fixed. Since $q > N$, we have the continuous embedding $L^q(\Omega) \hookrightarrow W^{-1,2q}(\Omega)$. This gives $y_u \in W^{1,2q}(\Omega)$. We thus have the $H^2$- and $W^{1,\infty}$-regularity of $y_u$ as well as (3.3) according to (3.4) and Lemma A.1.

From now on, for each $u \in W^{-1,q}(\Omega)$, $p > N$, we denote by $y_u$ the unique solution to (3.1). The control-to-state operator $W^{-1,p}(\Omega) \ni u \mapsto y_u \in W^{1,p}_0(\Omega)$ is denoted by $S$, which is uniformly bounded by Theorem 3.1.

### 3.2 Differentiability of the Control-to-State Operator

We now prove the first-order differentiability of the control-to-state operator even for the non-differentiable coefficient $a$. To this end, we will employ the differentiability of the implicit mapping [34, Thm. 2.1], which is a generalized version of the classical implicit function theorem [36, Chap. 4] and applies to a class of quasilinear PDEs.

We first derive the locally Lipschitz continuity of the control-to-state mapping $S$.

**Lemma 3.2.** Let $p > N$ and $u \in W^{-1,p}(\Omega)$ be arbitrary. Let Assumptions (A1) to (A3) hold. Then the operator $S$ is locally Lipschitz continuous at $u$ as a function from $W^{-1,p}(\Omega)$ to $W^{1,p}_0(\Omega)$. Moreover, for any bounded set $U$ in $W^{-1,p}(\Omega)$, there exists a constant $L_U$ such that

\begin{equation}
\|S(u_1) - S(u_2)\|_{W^{1,p}_0(\Omega)} \leq L_U \|u_1 - u_2\|_{W^{-1,p}(\Omega)} \quad \text{for all } u_1, u_2 \in U.
\end{equation}
Proof. It is enough to prove (3.8). Let \( u_1, u_2 \in U \) be arbitrary and set \( y_i := S(u_i) \) and \( \theta_i(x) := K(x, y_i(x)) \), \( i = 1, 2 \), with \( K \) defined in (3.5). Similar to (3.6), we have

\[
\begin{cases}
-\Delta(\theta_1 - \theta_2) = u_1 - u_2 - \text{div} [\nabla b(y_1 - y_2)] & \text{in } \Omega, \\
\theta_1 - \theta_2 = 0 & \text{on } \partial \Omega.
\end{cases}
\]

(3.9)

Applying [20, Cor. 1] to (3.9) and using the fact that \( \| \nabla b \|_{L^\infty(\Omega)} \leq L_b \) yields

\[
\| \theta_1 - \theta_2 \|_{W_0^{1,p}(\Omega)} \leq C_{\Omega,p,N} \left[ \| u_1 - u_2 \|_{W^{-1,p}(\Omega)} + L_b \| y_1 - y_2 \|_{L^p(\Omega)} \right].
\]

(3.10)

By the definition of \( \theta_i, i = 1, 2 \), it follows for all \( x \in \overline{\Omega} \) that

\[
\theta_1(x) - \theta_2(x) = b(x)(y_1(x) - y_2(x)) + \int_{y_2(x)}^{y_1(x)} a(s) \, ds.
\]

From this and a straightforward computation, we derive for all \( 1 \leq m \leq N \) that

\[
\frac{\partial}{\partial x_m}(y_1 - y_2) = \frac{1}{b + a(y_1)} \left[ \frac{\partial}{\partial x_m}(\theta_1 - \theta_2) - \frac{\partial b}{\partial x_m}(y_1 - y_2) - (a(y_1) - a(y_2)) \frac{\partial y_2}{\partial x_m} \right].
\]

(3.11)

For almost every \( x \in \Omega \), since \( K(x, \cdot) \) is monotonically increasing, so is its inverse \( T(x, \cdot) \). This implies for almost every \( x \in \Omega \) that \( \theta_1(x) \geq \theta_2(x) \) if and only if \( y_1(x) \geq y_2(x) \). Consequently, we obtain

\[
|\theta_1(x) - \theta_2(x)| = b(x)|y_1(x) - y_2(x)| + \int_{y_2(x)}^{y_1(x)} a(s) \, ds \geq b|y_1(x) - y_2(x)|.
\]

From this, the continuous embedding \( W_0^{1,p}(\Omega) \hookrightarrow C(\overline{\Omega}) \), and (3.10), there holds

\[
\| y_1 - y_2 \|_{L^\infty(\Omega)} \leq C_{\Omega,p,N,L_b,b} \left[ \| u_1 - u_2 \|_{W^{-1,p}(\Omega)} + \| y_1 - y_2 \|_{L^p(\Omega)} \right].
\]

(3.12)

Furthermore, as a result of Theorem 3.1 and the continuous embedding \( W_0^{1,p}(\Omega) \hookrightarrow C(\overline{\Omega}) \), there exists a constant \( C_U > 0 \) such that

\[
\| y_i \|_{C(\overline{\Omega})}, \| y_i \|_{W_0^{1,p}(\Omega)} \leq C_U \quad \text{for } i = 1, 2.
\]

(3.13)

The combination of (3.11) with (3.10), (3.12), (3.13), and Assumptions (A2) and (A3) implies that

\[
\| y_1 - y_2 \|_{W_0^{1,p}(\Omega)} \leq C_{2, U} \left[ \| u_1 - u_2 \|_{W^{-1,p}(\Omega)} + \| y_1 - y_2 \|_{L^p(\Omega)} \right].
\]

(3.14)

Combining this with Young’s inequality and the continuous embedding \( W_0^{1,p}(\Omega) \hookrightarrow L^\infty(\Omega) \), there holds for all \( \varepsilon > 0 \) that

\[
\| y_1 - y_2 \|_{W_0^{1,p}(\Omega)} \leq C_{2, U} \left[ \| u_1 - u_2 \|_{W^{-1,p}(\Omega)} + \| y_1 - y_2 \|^{(p-1)/p}_{L^\infty(\Omega)} \| y_1 - y_2 \|^{1/p}_{L^1(\Omega)} \right]
\]

\[
\leq C_{2, U} \left[ \| u_1 - u_2 \|_{W^{-1,p}(\Omega)} + \varepsilon^{p/(p-1)} \| y_1 - y_2 \|_{L^\infty(\Omega)} + \frac{1}{\varepsilon^p} \| y_1 - y_2 \|_{L^1(\Omega)} \right]
\]

\[
\leq C_{2, U} \left[ \| u_1 - u_2 \|_{W^{-1,p}(\Omega)} + \varepsilon^{p/(p-1)} \| y_1 - y_2 \|_{W_0^{1,p}(\Omega)} + \frac{1}{\varepsilon^p} \| y_1 - y_2 \|_{L^1(\Omega)} \right].
\]

By choosing \( \varepsilon = \varepsilon(p, C_{2, U}) > 0 \) small enough, we arrive at

\[
\| y_1 - y_2 \|_{W_0^{1,p}(\Omega)} \leq C_U \left[ \| u_1 - u_2 \|_{W^{-1,p}(\Omega)} + \| y_1 - y_2 \|_{L^1(\Omega)} \right].
\]

(3.14)
We now show that there is a constant $L_U$ satisfying

$$\|(y_1 - y_2)\|_{L^p(\partial \Omega)} \leq L_U \|u_1 - u_2\|_{W^{-1,p}(\Omega)}$$

for all $u_1, u_2 \in U$, which, together with (3.14), gives the desired conclusion. Assume to the contrary that (3.15) does not hold. Then we can find $u_1^{(n)}, u_2^{(n)} \in U$ such that

$$\frac{1}{\eta_n} \|y_1^{(n)} - y_2^{(n)}\|_{L^p(\partial \Omega)} \to +\infty$$

with $\eta_n := \|u_1^{(n)} - u_2^{(n)}\|_{W^{-1,p}(\Omega)}$ and $y_i^{(n)} := S(u_i^{(n)}), i = 1, 2$. Obviously, $\eta_n \to 0$ as $n \to \infty$. We now define functions $a_n$ and $\chi_n$ on $\Omega$ and a vector-valued function $b_n$ on $\Omega$ by

$$a_n(x) := b(x) + a(y_1^{(n)}(x)), \quad b_n(x) := \nabla y_2^{(n)}(x) \chi_n(x),$$

and

$$\chi_n(x) := 1_{\{y_1^{(n)} \neq y_2^{(n)}\}}(x) \frac{a(y_1^{(n)}(x)) - a(y_2^{(n)}(x))}{y_1^{(n)}(x) - y_2^{(n)}(x)}.$$

As a result of (3.2), a constant $C_U$ exists such that

$$\|y_i^{(n)}\|_{W^{1,p}(\Omega)}, \|b_n\|_{L^p(\Omega)} \leq C_U$$

for all $n \in \mathbb{N}, i = 1, 2$.

Setting $w_n := y_1^{(n)} - y_2^{(n)}$ yields

$$\left\{ \begin{aligned}
- \text{div}[a_n \nabla w_n + b_n w_n] &= u_1^{(n)} - u_2^{(n)} \quad \text{in } \Omega, \\
w_n &= 0 \quad \text{on } \partial\Omega.
\end{aligned} \right.$$ 

Setting

$$\rho_n := \frac{\eta_n}{\|y_1^{(n)} - y_2^{(n)}\|_{L^p(\partial \Omega)}}, \quad \xi_n := \frac{\rho_n}{\eta_n} w_n, \quad h_n := \frac{\rho_n}{\eta_n} [u_1^{(n)} - u_2^{(n)}],$$

we see that $\rho_n \to 0$ and that $\xi_n$ solves

$$\left\{ \begin{aligned}
- \text{div}[a_n \nabla \xi_n + b_n \xi_n] &= h_n \quad \text{in } \Omega, \\
\xi_n &= 0 \quad \text{on } \partial\Omega.
\end{aligned} \right.$$ 

Testing the above equation by $\xi_n$ and employing the Hölder inequality and (3.16) yield

$$\|b\|_{L^p(\Omega)} \leq \|h_n\|_{H^{-1}(\Omega)} + \|b_n\|_{L^p(\Omega)} \|\xi_n\|_{L^p(\partial \Omega)}$$

for $n$ large enough. From this and the compact embedding $H^1_0(\Omega) \subseteq L^p(\partial \Omega)$, we can assume that $\xi_n \to \xi$ in $H^1_0(\Omega)$ and $\xi_n \to \xi$ in $L^p(\partial \Omega)$ for some $\xi \in H^1_0(\Omega)$. Moreover, there exist subsequences of $\{y_1^{(n)}\}$ and $\{b_n\}$, denoted in the same way, such that $y_1^{(n)} \to y_\ast$ in $C(\overline{\Omega})$ and $b_n \to b$ in $L^p(\Omega)^N$ for some $y_\ast \in C(\overline{\Omega})$ and $b \in L^p(\Omega)^N$. Therefore, we have $a_n \to a_\ast$ in $C(\overline{\Omega})$ with $a_\ast(x) := b(x) + a(y_\ast(x))$. Passing to the limit in (3.17), we deduce from the fact that $h_n \to 0$ in $H^{-1}(\Omega)$ that $\xi$ fulfills

$$\left\{ \begin{aligned}
- \text{div}[a_\ast \nabla \xi + b_\ast \xi] &= 0 \quad \text{in } \Omega, \\
\xi &= 0 \quad \text{on } \partial\Omega.
\end{aligned} \right.$$ 

The uniqueness of solutions, see, e.g., [9, Thm. 2.6], implies that $\xi = 0$, which contradicts the fact that $\|\xi\|_{L^p(\partial \Omega)} = \lim_{n \to \infty} \|\xi_n\|_{L^p(\partial \Omega)} = 1$. 

\[\square\]
For any \( y, \tilde{y} \in C(\bar{\Omega}) \) and any \( t_1, t_2 \in \mathbb{R} \) we define the set

\[
\Omega_{\tilde{y},i,j}^{[t_1,t_2]} := \{ \tilde{y} \in [t_i + t_1, t_j + t_2] \},
\]

where \( t_i, i \in I \), are given in Assumption (A3). Similar sets such as \( \Omega_{\tilde{y},i,j}^{[t_1,t_2]} \) are defined in the same way. We also define the function \( T_{y,\tilde{y}} : \Omega \to \mathbb{R} \) via

\[
T_{y,\tilde{y}} := \mathbb{1}_{\{\tilde{y} \notin E_u\}} \left[ a(y) - a(\tilde{y}) - a'(\tilde{y})(y - \tilde{y}) \right].
\]

We need the following lemmas.

**Lemma 3.3.** Let Assumption (A3) be satisfied. Then, for any \( y, \tilde{y} \in C(\bar{\Omega}) \) with \( \|y - \tilde{y}\|_{C(\bar{\Omega})} < \delta \), there holds

\[
T_{y,\tilde{y}} = \sum_{i \in I_\delta} \left( T_{i,1}^{\delta,1}_{y,\tilde{y}} + T_{i,2}^{\delta,2}_{y,\tilde{y}} + T_{i,3}^{\delta,3}_{y,\tilde{y}} \right)
\]

with

\[
T_{i,1}^{\delta,1}_{y,\tilde{y}} := \mathbb{1}_{\Omega_{\tilde{y},i,j}^{[\delta,\delta]}} \left[ a_i(y) - a_i(\tilde{y}) - a'_i(\tilde{y})(y - \tilde{y}) \right],
\]

\[
T_{i,2}^{\delta,2}_{y,\tilde{y}} := \mathbb{1}_{\Omega_{\tilde{y},i,j}^{[0,\delta]}} \left[ a_{i-1}(y) - a_i(\tilde{y}) - a'_i(\tilde{y})(y - \tilde{y}) \right],
\]

\[
T_{i,3}^{\delta,3}_{y,\tilde{y}} := \mathbb{1}_{\Omega_{\tilde{y},i,j}^{[\delta,0]}} \left[ a_{i+1}(y) - a_i(\tilde{y}) - a'_i(\tilde{y})(y - \tilde{y}) \right],
\]

where

\[
\Omega_{\tilde{y},i,j}^{[\delta,\delta]} := \Omega_{\tilde{y},i,j}^{[\delta,\delta]} \cup \left( \Omega_{\tilde{y},i,j}^{[0,\delta]} \cap \Omega_{\tilde{y},i,j}^{(0,2\delta)} \right) \cup \left( \Omega_{\tilde{y},i,j}^{[\delta,\delta]} \cap \Omega_{\tilde{y},i,j}^{(0,2\delta)} \right),
\]

\[
\Omega_{\tilde{y},i,j}^{[0,\delta]} := \Omega_{\tilde{y},i,j}^{[0,\delta]} \cap \Omega_{\tilde{y},i,j}^{[\delta,\delta]}, \quad \Omega_{\tilde{y},i,j}^{[\delta,0]} := \Omega_{\tilde{y},i,j}^{[\delta,0]} \cap \Omega_{\tilde{y},i,j}^{[0,\delta]}.
\]

Moreover, if \( y_n \to \tilde{y} \) in \( W_0^{1,p}(\Omega) \) with \( p > N \), then

\[
\frac{1}{\|y_n - \tilde{y}\|_{W_0^{1,p}(\Omega)}} \| T_{y_n,\tilde{y}} \nabla \tilde{y}\|_{L^p(\Omega)} \to 0.
\]

**Proof.** We have

\[
T_{y,\tilde{y}} = \sum_{i \in I_\delta} \left[ a_i(y) - a_i(\tilde{y}) - a'_i(\tilde{y})(y - \tilde{y}) \right],
\]

using the fact that \( \mathbb{1}_{\Omega_{\tilde{y},i,j}^{[0,\delta]}} = 0 \) for all \( i \notin I_\delta \). Since \( \|y - \tilde{y}\|_{C(\bar{\Omega})} < \delta \), we have

\[
\Omega_{\tilde{y},i,j}^{[\delta,\delta]} = \Omega_{\tilde{y},i,j}^{[\delta,\delta]} \cap \Omega_{\tilde{y},i,j}^{[0,\delta]},
\]

\[
\Omega_{\tilde{y},i,j}^{[0,\delta]} = \Omega_{\tilde{y},i,j}^{[0,\delta]} \cap \Omega_{\tilde{y},i,j}^{[0,2\delta]},
\]

\[
\Omega_{\tilde{y},i,j}^{[\delta,0]} = \Omega_{\tilde{y},i,j}^{[\delta,0]} \cap \Omega_{\tilde{y},i,j}^{[0,\delta]}.
\]

Together with (3.23), these yield the claimed expression.
It remains to prove the limit (3.22). Let \( y_n \to \tilde{y} \) in \( W_0^{1,p}(\Omega) \) and set \( \varepsilon_n := \|y_n - \tilde{y}\|_{C(\Omega)}. \) Then \( \varepsilon_n \to 0 \) since \( W_0^{1,p}(\Omega) \hookrightarrow C(\Omega). \) We therefore can assume that \( \varepsilon_n < \delta \) and \( |y_n(x)| \leq M \) for some \( M > 0 \) and all \( x \in \Omega \) for \( n \in \mathbb{N} \) sufficiently large. Using (3.21), we obtain

\[
(3.24) \quad \|T_{\gamma_n,\tilde{y}} \nabla \tilde{y}\|_{L^p(\Omega)} \leq \sum_{i \in I_\gamma} \left( \|T_{\gamma_n,\tilde{y}}^{i,1} \nabla \tilde{y}\|_{L^p(\Omega)} + \|T_{\gamma_n,\tilde{y}}^{i,2} \nabla \tilde{y}\|_{L^p(\Omega)} + \|T_{\gamma_n,\tilde{y}}^{i,3} \nabla \tilde{y}\|_{L^p(\Omega)} \right).
\]

From the definition of \( T_{\gamma_n,\tilde{y}}^{i,1} \), the dominated convergence theorem yields

\[
(3.25) \quad \frac{1}{\varepsilon_n} \|T_{\gamma_n,\tilde{y}}^{i,1} \nabla \tilde{y}\|_{L^p(\Omega)} \to 0 \quad \text{for all } i \in I_\gamma.
\]

For \( \frac{1}{\varepsilon_n} \|T_{\gamma_n,\tilde{y}}^{i,2} \nabla \tilde{y}\|_{L^p(\Omega)}, \) we have

\[
|a_{i-1}(y_n) - a_i(\tilde{y}) - a'_i(\tilde{y})(y_n - \tilde{y})| = |a_{i-1}(y_n) - a_{i-1}(t_i) + a_i(t_i) - a_i(\tilde{y}) - a'_i(\tilde{y})(y_n - \tilde{y})| \\
\leq L_i \left( |y_n - t_i| + |t_i - \tilde{y}| + |y_n - \tilde{y}| \right) \\
= 2L_i |y_n - \tilde{y}| \\
\leq 2L_i \varepsilon_n
\]

for almost every \( x \in \Omega^{i,2}_{\gamma_n,\tilde{y}} \) and for some constant \( L_i \) depending on \( M. \) Moreover, \( 1_{\Omega^{i,2}_{\gamma_n,\tilde{y}}} \to 0 \) almost everywhere in \( \Omega. \) Combining this with the dominated convergence theorem yields

\[
(3.26) \quad \frac{1}{\varepsilon_n} \|T_{\gamma_n,\tilde{y}}^{i,2} \nabla \tilde{y}\|_{L^p(\Omega)} \to 0 \quad \text{for all } i \in I_\gamma.
\]

Similarly,

\[
(3.27) \quad \frac{1}{\varepsilon_n} \|T_{\gamma_n,\tilde{y}}^{i,3} \nabla \tilde{y}\|_{L^p(\Omega)} \to 0 \quad \text{for all } i \in I_\gamma.
\]

From (3.24)–(3.27) and the fact that \( \varepsilon_n \leq C \|y_n - \tilde{y}\|_{W_0^{1,p}(\Omega)} \) and that \( I_\gamma \) is finite, we obtain the limit (3.22). \( \square \)

Lemma 3.4. Let \( y_n \to y \) in \( W_0^{1,p}(\Omega) \) with \( p > N. \) Under Assumption (A3), there holds

\[
1_{\{y_n \in \mathcal{E}_n\}} a'(y_n) \nabla y_n - \mathbf{1}_{\{y \in \mathcal{E}_n\}} a'(y) \nabla y \to 0 \quad \text{in } L^p(\Omega).
\]

Proof. Since \( y_n \to y \) in \( W_0^{1,p}(\Omega), \) we have \( y_n \to y \) in \( C(\bar{\Omega}), \) and thus there exists a finite set \( I_0 \subset I \) such that \( \Omega^{(0),0}_{y,n,i,i+1} \) and \( \Omega^{(0),0}_{y,n,i,i+1} \) are empty for all \( i \in I \setminus I_0 \) and \( n \in \mathbb{N}. \) Also, we can assume that \( \|y_n - y\|_{C(\bar{\Omega})} \) for all \( n \in \mathbb{N} \) large enough. Setting \( A_n := 1_{\{y_n \in \mathcal{E}_n\}} a'(y_n) \nabla y_n - 1_{\{y \in \mathcal{E}_n\}} a'(y) \nabla y, \) we have

\[
A_n = \sum_{i \in I_0} A_n^{(i)} + \sum_{i \in I_0} \mathbf{1}_{\Omega^{(0),0}_{y,n,i,i+1}} a'_i(y_n) \nabla y_n - \mathbf{1}_{\Omega^{(0),0}_{y,n,i,i+1}} a'_i(y) \nabla y.
\]

It is sufficient to prove that \( A_n^{(i)} \to 0 \) in \( L^p(\Omega) \) for all \( i \in I_0. \) To this end, we write \( A_n^{(i)} \) as

\[
A_n^{(i)} = \left[ \mathbf{1}_{\Omega^{(0),0}_{y,n,i,i+1}} - \mathbf{1}_{\Omega^{(0),0}_{y,n,i,i+1}} \right] a'_i(y) \nabla y + \mathbf{1}_{\Omega^{(0),0}_{y,n,i,i+1}} \left[ a'_i(y_n) - a'_i(y) \right] \nabla y + \mathbf{1}_{\Omega^{(0),0}_{y,n,i,i+1}} a'_i(y_n) \left[ \nabla y_n - \nabla y \right].
\]
The last two terms in the right-hand side tend to 0 in $L^p(\Omega)$. For the first term in the right-hand side, we have
\[
\begin{align*}
\left[ \mathbbm{1}_{\Omega_{y_i}} \mathbbm{1}_{\Omega_{y_i}} - \mathbbm{1}_{\Omega_{y_i}} \right] a'_i(y) \nabla y = \mathbbm{1}_{\Omega_{y_i}} \mathbbm{1}_{\Omega_{y_i}} \left[ \{ y = t_i \} \cup \{ y = t_{i+1} \} \right] a'_i(y) \nabla y \\
+ \mathbbm{1}_{\Omega_{y_i}} \mathbbm{1}_{\Omega_{y_i}} a'_i(y) \nabla y + \mathbbm{1}_{\Omega_{y_i}} \mathbbm{1}_{\Omega_{y_i}} a'_i(y) \nabla y \\
- \mathbbm{1}_{\Omega_{y_i}} \mathbbm{1}_{\Omega_{y_i}} a'_i(y) \nabla y - \mathbbm{1}_{\Omega_{y_i}} \mathbbm{1}_{\Omega_{y_i}} a'_i(y) \nabla y.
\end{align*}
\]
In the above expression, the first term in the right-hand side vanishes almost everywhere since $\nabla y(x) = 0$ for almost every $x \in \{ y = t_i \} \cup \{ y = t_{i+1} \}$ (see, e.g., [14, Rem. 2.6]), and the other terms tend to zero in $L^p(\Omega)$ according to the dominated convergence theorem. Thus,
\[
\left[ \mathbbm{1}_{\Omega_{y_i}} \mathbbm{1}_{\Omega_{y_i}} - \mathbbm{1}_{\Omega_{y_i}} \right] a'_i(y) \nabla y \rightarrow 0 \quad \text{in } L^p(\Omega)
\]
and hence $A_n \rightarrow 0$ in $L^p(\Omega)$ for all $i \in I_0$. \hfill \Box

**Theorem 3.5.** Under Assumptions (A1) to (A3), the control-to-state operator $S : W^{-1,p}(\Omega) \rightarrow W^{1,p}_0(\Omega)$, $p > N$, is Fréchet differentiable. Moreover, for any $u, v \in W^{-1,p}(\Omega)$, $z_n := S'(u)v$ satisfies

\[
\begin{cases}
- \text{div} \left[ (b + a(y)) \nabla z_n + \mathbbm{1}_{\{ y \notin E_u \}} a'(y) z_n \nabla y \right] = v & \text{in } \Omega, \\
\qquad z_n = 0 & \text{on } \partial \Omega,
\end{cases}
\]
with $y_n := S(u)$. Furthermore, the mapping $W^{-1,p}(\Omega) \ni u \mapsto S'(u) \in W^{1,p}_0(\Omega)$ is continuous.

**Proof.** Step i: existence of $S'$. We shall apply the differentiability of the implicit mapping [34, Thm. 2.1]. Consider the mapping $F : W^{1,p}_0(\Omega) \times W^{-1,p}(\Omega) \rightarrow W^{-1,p}(\Omega)$ defined by

\[
F(y, u) := - \text{div} \left[ (b + a(y)) \nabla y \right] - u.
\]

We first show that $F$ has a partial derivative in $y$ given by

\[
\frac{\partial F}{\partial y} (y, u) = - \text{div} \left[ (b + a(y)) \nabla z + \mathbbm{1}_{\{ y \notin E_u \}} a'(y) z \nabla y \right]
\]
for all $y, z \in W^{1,p}_0(\Omega)$ and $u \in W^{-1,p}(\Omega)$. To this end, let $z_n$ be an arbitrary sequence converging to zero in $W^{1,p}_0(\Omega)$ and let $\varphi$ be arbitrary in $W^{1,p}_0(\Omega)$. To this end, let $z_n$ be an arbitrary sequence converging to zero in $W^{1,p}_0(\Omega)$ and let $\varphi$ be arbitrary in $W^{1,p}_0(\Omega)$. Setting $y_n := y + z_n$, we then have

\[
\begin{align*}
\left| F(y_n, u) - F(y, u) - \frac{\partial F}{\partial y} (y, u) z_n, \varphi \right|_{W^{-1,p}(\Omega), W^{1,p}_0(\Omega)} \\
= \int_\Omega \left[ (b + a(y)) \nabla y_n - (b + a(y)) \nabla y \\
- (b + a(y)) \nabla z_n - a'(y; z_n) \nabla y \right] \cdot \nabla \varphi \, dx \\
\leq \left\| (a(y_n) - a(y)) \nabla z_n + (a(y_n) - a(y)) \nabla y - a'(y; z_n) \nabla y \right\|_{L^p(\Omega)} \\
\leq \left\| (a(y_n) - a(y)) \nabla z_n \right\|_{L^p(\Omega)} + \left\| (a(y_n) - a(y)) \nabla y \right\|_{L^p(\Omega)} + \left\| a'(y; z_n) \nabla y \right\|_{L^p(\Omega)} \\
= \left\| (a(y_n) - a(y)) \nabla z_n \right\|_{L^p(\Omega)} + \left\| T_{y_n,y} \nabla y \right\|_{L^p(\Omega)}.
\end{align*}
\]
Setting $\varepsilon_n := \|z_n\|_{W_{0}^{1,p} (\Omega)}$, we obtain

$$
\frac{1}{\|z_n\|_{W_{0}^{1,p} (\Omega)}} \|F(y_n, u) - F(y, u) - \frac{\partial F}{\partial y} (y, u)z_n\|_{W^{-1,p} (\Omega)} \leq \|a(y_n) - a(y)\|_{L^{\infty} (\Omega)} + \frac{1}{\varepsilon_n} \|T_{y_n} y \nabla y\|_{L^p (\Omega)}.
$$

Obviously, $\|a(y_n) - a(y)\|_{L^{\infty} (\Omega)} \to 0$. Combining this with (3.22) yields the partial differentiability of $F$ in $y$.

We now prove that $\frac{\partial F}{\partial y} (y, u)$, $y_n := S(u)$, is an isomorphism as a mapping from $W_{0}^{1,p} (\Omega)$ to $W^{-1,p} (\Omega)$. From this, the Lipschitz continuity of $S$ (see Lemma 3.2) and [34, Thm. 2.1], we then deduce the existence of Fréchet derivative at $u$ of $S$ as well as (3.28). It is enough to prove for any $v \in W^{-1,p} (\Omega)$ that there exists a unique $z_v \in W_{0}^{1,p} (\Omega)$ such that

$$
(3.29) \quad \frac{\partial F}{\partial y} (y, u)z_v = v
$$

and

$$
(3.30) \quad \|z_v\|_{W_{0}^{1,p} (\Omega)} \leq C_u \|v\|_{W^{-1,p} (\Omega)}.
$$

Setting $a_u (x) := b(x) + a(y_u (x))$ and $c_u (x) := \mathbb{1}_{\{y_u \not\in E_u\}} (x) a'(y_u (x)) \nabla y_u (x)$ for almost every $x \in \Omega$, we have that $a_u$ is continuous and there hold

$$
(3.31) \quad b \leq a_u (x) \leq C_u, \quad \|c_u\|_{L^p (\Omega)} \leq C_u \quad \text{for a.e. } x \in \Omega.
$$

The equation (3.29) can thus be written as

$$
(3.32) \quad \begin{cases}
- \text{div} [a_u \nabla z_v + c_u z_v] = v & \text{in } \Omega, \\
z_v = 0 & \text{on } \partial \Omega.
\end{cases}
$$

Due to [9, Thm. 2.6], (3.32) (and thus (3.29)) has a unique solution $z_v \in H_{0}^{1} (\Omega) \hookrightarrow L^{2p/(p-2)} (\Omega)$. Similar to (3.15) and (3.18), there hold that

$$
(3.33) \quad \|z_v\|_{L^{2p/(p-2)} (\Omega)} \leq C_{1,u} \|v\|_{W^{-1,p} (\Omega)}
$$

and

$$
\|\nabla z_v\|_{L^2 (\Omega)} \leq C_{2,u} \left( \|v\|_{W^{-1,p} (\Omega)} + \|z_v\|_{L^{2p/(p-2)} (\Omega)} \right)
$$

for some constant $C_{1,u}$ independent of $v$. It then follows that

$$
(3.34) \quad \|\nabla z_v\|_{L^2 (\Omega)} \leq C_{2,u} \|v\|_{W^{-1,p} (\Omega)}.
$$

Moreover, by using the chain rule and the product formula [21, Chap. 7] as well as Assumption (A3), we can rewrite (3.32) as

$$
(3.35) \quad \begin{cases}
- \Delta \hat{z}_v = v - \text{div} [z_v \nabla b] & \text{in } \Omega, \\
\hat{z}_v = 0 & \text{on } \partial \Omega,
\end{cases}
$$

with $\hat{z}_v := (b + a(y_u)) z_v$. Applying the Stampacchia theorem [14, Thm. 12.4] and using the continuous embedding $H_{0}^{1} (\Omega) \hookrightarrow L^2 (\Omega)$, we can conclude that

$$
(3.36) \quad \|\hat{z}_v\|_{L^\infty (\Omega)} \leq C_{\Omega, p} \left[ \|v\|_{W^{-1,p} (\Omega)} + \|z_v \nabla b\|_{L^p (\Omega)} \right]
$$

$$
\leq C_{\Omega, p} \left[ \|v\|_{W^{-1,p} (\Omega)} + \|\nabla b\|_{L^{\infty} (\Omega)} \|z_v\|_{H_{0}^{1} (\Omega)} \right]
$$

$$
\leq C_{\Omega, p} \|v\|_{W^{-1,p} (\Omega)},
$$

where we have used (3.34) to obtain the last estimate. We now consider two cases:
Case 1: $N = 2$. Since the embedding $H^1_0(\Omega) \hookrightarrow L^p(\Omega)$ is continuous, we have $v - \text{div}[z_0 \nabla b] \in W^{-1,p}(\Omega)$. Applying [20, Cor. 1] to (3.35) and exploiting (3.34) yields that $\hat{z}_v \in W^{1,p}_0(\Omega)$ and that
\[
\|\hat{z}_v\|_{W^{1,p}_0(\Omega)} \leq C_{\Omega,p,N,u}\|v\|_{L^{1,p}(\Omega)}.
\]
From this, the definition of $\hat{z}_v$, and (3.36), we derive $z_v \in W^{1,p}_0(\Omega)$ and (3.30).

Case 2: $N = 3$. In this case, we have $H^1_0(\Omega) \hookrightarrow L^p(\Omega)$. If $p \leq 6$, we then have the desired conclusion using a similar argument as in the first case. If $p > 6$, then $v - \text{div}[z_0 \nabla b] \in W^{-1,6}(\Omega)$. Similar to the first case, $z_v \in W^{1,6}_0(\Omega)$ and $\|z_v\|_{W^{1,6}_0(\Omega)} \leq C_u\|v\|_{W^{1,6}(\Omega)}$. Finally, by using the continuous embedding $W^{1,6}_0(\Omega) \hookrightarrow L^p(\Omega)$ and a bootstrapping argument, we arrive at the desired conclusion.

**Step 2. Smoothness of $S'$.** Taking any $u, u_n, u_0 \in W^{-1,p}(\Omega)$ such that $\|u\|_{W^{-1,p}(\Omega)} \leq 1$ as well as $s_n := \|u_n - u_0\|_{W^{-1,p}(\Omega)} \to 0$ as $n \to \infty$ and setting $z_{on} := S'(u_n)u, z_o := S'(u)u$, we see that $z_{on}$ and $z_o$ satisfy
\[
\begin{aligned}
- \text{div}(b + a(y_0)) \nabla (z_{on} - z_o) + \mathbb{1}_{\{y \not\in E_\alpha\}} a'(y_0) \nabla y_0 (z_{on} - z_o) &= \text{div} g_{on} \quad \text{in } \Omega, \\
z_{on} - z_o &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
with $y_0 := S(u_0), y_n := S(u_n)$, and
\[
g_{on} := \begin{bmatrix}
\nabla z_{on}(a(y_n) - a(y_0)) + \mathbb{1}_{\{y \not\in E_\alpha\}} a'(y_0) \nabla y_0 - \mathbb{1}_{\{y \not\in E_\alpha\}} a'(y_0) \nabla y_0 \\
\end{bmatrix} z_{on}.
\]
Similar to (3.30), a constant $C_1 := C_{1,u_0}$ exists such that
\[
\|z_{on} - z_o\|_{W^{1,p}_0(\Omega)} \leq C_1\|g_{on}\|_{L^p(\Omega)}.
\]
Furthermore, the local Lipschitz continuity of $S$ (Lemma 3.2) implies that there is a constant $C_2 = C_2(u_0)$ such that
\[
\|z_{on}\|_{W^{1,p}_0(\Omega)}, \|z_o\|_{W^{1,p}_0(\Omega)} \leq C_2\|v\|_{W^{-1,p}(\Omega)} \leq C_2 \quad \text{for all } n \in \mathbb{N}.
\]
This implies that
\[
g_{on}\|_{L^p(\Omega)} \leq C_2 a(y_n) - a(y_0)\|_{L^\infty(\Omega)} + \|z_{on}\|_{L^\infty(\Omega)} \|A_n\|_{L^p(\Omega)} \\
\leq C_2 \left(\|a(y_n) - a(y_0)\|_{L^\infty(\Omega)} + \|A_n\|_{L^p(\Omega)}\right),
\]
where we have used the continuous embedding $W^{1,p}_0(\Omega) \hookrightarrow L^\infty(\Omega)$ to obtain the last inequality with a constant $C$ independent of $v$ and $n$. Here
\[
A_n := \mathbb{1}_{\{y \not\in E_\alpha\}} a'(y_0) \nabla y_n - \mathbb{1}_{\{y \not\in E_\alpha\}} a'(y_0) \nabla y_0
\]
do not depend on $v$. Combining (3.37) with (3.38) yields
\[
\|S'(u_n) - S'(u_0)\|_{L^p(W^{-1,p}(\Omega),W^{1,p}_0(\Omega))} \leq C_3 \left[\|a(y_n) - a(y_0)\|_{L^\infty(\Omega)} + \|A_n\|_{L^p(\Omega)}\right].
\]
Obviously, the first term in the right-hand side converges to zero since $y_n \to y_0$ in $C(\overline{\Omega})$. In addition, as a result of Lemma 3.4, the second term tends to zero.

We end this section with a direct consequence of the differentiability of $S$. 

---

Clason, Nhu, Rösch No-gap second-order optimality conditions for optimal...
Corollary 3.6. Let $u$ and $h$ be arbitrary in $L^2(\Omega)$ and let \( \{s_n\} \subset (0, \infty) \) and \( \{h_n\} \subset L^2(\Omega) \) be such that $s_n \to 0^+$ and $h_n \to h$ in $L^2(\Omega)$. Then, for any $p \in (N, 6)$, there holds
\[
\frac{S(u + s_n h_n) - S(u)}{s_n} \to S'(u)h \quad \text{in} \quad W_0^{1,p}(\Omega) \hookrightarrow C(\overline{\Omega}).
\]

Proof. We write
\[
\frac{S(u + s_n h_n) - S(u)}{s_n} - S'(u)h = \frac{S(u + s_n h_n) - S(u) - s_n S'(u)h_n}{s_n} + S'(u)(h_n - h).
\]
From this, Theorem 3.5, and the compact embeddings $L^2(\Omega) \subset W^{-1,p}(\Omega)$ and $W_0^{1,p}(\Omega) \subset C(\overline{\Omega})$, we derive the desired conclusion. \( \square \)

4 EXISTENCE AND FIRST-ORDER OPTIMALITY CONDITIONS

The optimal control problem (P) can be rewritten in the form
\[
(P) \quad \begin{cases} 
\min_{u \in L^\infty(\Omega)} j(u) := j(S(u), u) = G(S(u)) + \frac{v}{2} ||u||^2_{L^2(\Omega)} \\
\text{s.t.} \quad u \in \mathcal{U}_{ad}.
\end{cases}
\]
where the admissible set is defined by
\[
(4.1) \quad \mathcal{U}_{ad} := \{ u \in L^\infty(\Omega) \mid a(x) \leq u(x) \leq b(x) \quad \text{for a.e. } x \in \Omega \}.
\]
The existence of a minimizer $\bar{u} \in \mathcal{U}_{ad}$ of (P) follows as in [12, Thm. 3.1].

To derive first-order necessary optimality conditions, we first address the existence, uniqueness, and regularity of solutions to the adjoint state equation
\[
(4.2) \quad \begin{cases} 
- \text{div}[(b + a(y_u)) \nabla \varphi] + 1_{\{y_u \notin E_u\}} a'(y_u) \nabla y_u \cdot \nabla \varphi = v \quad \text{in} \quad \Omega, \\
\varphi = 0 \quad \text{on} \partial \Omega,
\end{cases}
\]
for $u \in W^{-1,p}(\Omega)$, $p > N$, $v \in H^{-1}(\Omega)$, and $y_u := S(u)$.

Lemma 4.1. Let Assumptions (A1) to (A3) hold and $p > N$. Then, for any $u \in W^{-1,p}(\Omega)$ and $v \in H^{-1}(\Omega)$, there exists a unique $\varphi \in H^1_0(\Omega)$ solving (4.2). If, in addition, $U$ is a bounded subset in $L^p(\Omega)$, then for any $u \in U$ and $v \in L^q(\Omega)$ with $q > N$, there exists a constant $C_U$ such that $\varphi \in H^2(\Omega) \cap W^{1,\infty}(\Omega)$ satisfies
\[
(4.3) \quad ||\varphi||_{H^2(\Omega)} + ||\varphi||_{W^{1,\infty}(\Omega)} \leq C_U ||v||_{L^q(\Omega)}.
\]

Proof. For any $u \in W^{-1,p}(\Omega)$, we define a function $a_u$ and a vector-valued function $c_u$ given by
\[
a_u := b + a(y_u), \quad c_u := 1_{\{y_u \notin E_u\}} a'(y_u) \nabla y_u.
\]
By Theorem 3.1, we have $y_u \in W_0^{1,p}(\Omega)$ and thus $a_u \in W^{1,p}(\Omega)$ and $c_u \in L^p(\Omega)^N$. Consider the operator
\[
T_u : H^1_0(\Omega) \to H^{-1}(\Omega) \quad \varphi \mapsto T_u \varphi := - \text{div}[a_u \nabla \varphi] + c_u \cdot \nabla \varphi.
\]
Then $T_u$ is an isomorphism (cf. [9, Thm. 2.6]). Therefore, for any $v \in H^{-1}(\Omega)$, there exists a unique solution $\varphi \in H^1_0(\Omega)$ to (4.2) such that $T_u \varphi = v$.

It remains to show the $W^{1,\infty}$-regularity of $\varphi$ and the estimate (4.3). Let $U$ be a bounded subset in $L^p(\Omega)$ and $u \in U$, $v \in L^q(\Omega)$ be arbitrary. Then $y_u \in W^{1,\infty}(\Omega)$ by Theorem 3.1. It follows that $c_u \in L^\infty(\Omega)^N$ and $a_u$ is uniformly Lipschitz continuous. In addition, $\varphi \in H^1_0(\Omega)$ satisfies
\[
- \text{div}[a_u \nabla \varphi] = v - c_u \cdot \nabla \varphi \in L^2(\Omega),
\]
which together with the $H^2$-regularity of solutions (see, e.g., [22, Thm. 3.2.1.2]) gives $\varphi \in H^2(\Omega)$. Therefore, $\varphi \in H^2_0(\Omega) \cap H^2(\Omega)$ is the strong solution to
\[
-\Delta \varphi = \frac{1}{a_u} \left[ v - c_c \cdot \nabla \varphi + \nabla a_u \cdot \nabla \varphi \right] \quad \text{in } \Omega.
\]
By virtue of the chain rule (see, e.g., [21, Thm. 7.8]), one has $\nabla a_u = \nabla b + c_u$. We then have that $\varphi \in H^2_0(\Omega) \cap H^2(\Omega)$ satisfies
\[
- \Delta \varphi = f := \frac{1}{a_u} \left[ v + \nabla b \cdot \nabla \varphi \right] \quad \text{in } \Omega
\]
and there holds
\[
\| \Delta \varphi \|_{L^2(\Omega)} \leq \frac{1}{b} \left[ \| v \|_{L^2(\Omega)} + L_b \| \varphi \|_{H^2_0(\Omega)} \right].
\]
On the other hand, using a similar argument as in (3.34) and employing the continuous embedding $L^q(\Omega) \hookrightarrow W^{-q,q}(\Omega)$, we can show that
\[
\| \varphi \|_{H^2_0(\Omega)} \leq C_{L,U} \| v \|_{W^{-1,q}(\Omega)} \leq C_{2,U} \| v \|_{L^q(\Omega)}.
\]
We thus have
\[
(4.5) \quad \| \varphi \|_{H^2_0(\Omega)} \leq C_{3,U} \| v \|_{L^q(\Omega)}.
\]
Setting $\tilde{q} := \min\{ q, b \} > N$ and using the continuous embedding $H^2(\Omega) \hookrightarrow W^{1,\tilde{q}}(\Omega) \hookrightarrow W^{1,\tilde{q}}(\Omega)$ thus gives
\[
\| f \|_{L^\tilde{q}(\Omega)} \leq C_{4,U} \| v \|_{L^\tilde{q}(\Omega)}.
\]
From this, Assumption (A1), and the global boundedness of the gradient of solutions to Poisson’s equation (see, e.g. [17, Thm. 3.1, Rem. 3], [26, 35]), we can conclude that $\varphi \in W^{2,\infty}(\Omega)$ and that
\[
\| \nabla \varphi \|_{L^\infty(\Omega)} \leq C_{5,U} \| f \|_{L^\tilde{q}(\Omega)} \leq C_{5,U} C_{4,U} \| \varphi \|_{L^\tilde{q}(\Omega)},
\]
which, along with (4.5), gives (4.3). \hfill \square

From the chain rule, Lemma 4.1, and an elementary calculus, we derive the following result.

Theorem 4.2. Let Assumptions (A1) to (A4) hold. Then the reduced cost functional $j : L^2(\Omega) \to \mathbb{R}$ is of class $C^1$. Moreover, for any $u, h \in L^2(\Omega)$, there holds
\[
\int_{\Omega} (\varphi_u + v u) h \, dx,
\]
where $\varphi_u \in H^1_0(\Omega)$ solves (4.2) corresponding to the right-hand side term $v = G'(y_u)$ and $y_u$ solves (3.1).

We now arrive at first-order necessary optimality condition for the problem $(P)$. Since the reduced functional is Fréchet differentiable by Theorem 4.2, the proof of the following result, based on the variational inequality $j'(\bar{u})(u - \bar{u}) \geq 0$ for all $u \in \mathcal{U}_{ad}$, is standard and therefore omitted.

Theorem 4.3. Let Assumptions (A1) to (A4) hold. If $\bar{u}$ is a local minimizer of $(P)$, then there exists an adjoint state $\bar{\varphi} \in H^1_0(\Omega)$ such that
\[
(4.6a) \quad \begin{cases} 
- \text{div} \left[ (b + a(y)) \nabla \bar{\varphi} \right] + 1_{\{y \in \mathcal{E}_d\}} a'(\bar{y}) \nabla \bar{y} \cdot \nabla \bar{\varphi} = G'(\bar{y}) & \text{in } \Omega, \\
\bar{\varphi} = 0 & \text{on } \partial \Omega,
\end{cases}
\]
\[
(4.6b) \quad \int_{\Omega} (\bar{\varphi} + v \bar{u}) (u - \bar{u}) \, dx \geq 0 \quad \text{for all } u \in \mathcal{U}_{ad}
\]
with $\bar{y} := S(\bar{u})$. 

Clason, Nhu, Rösch. No-gap second-order optimality conditions for optimal...
5 SECOND-ORDER OPTIMALITY CONDITIONS

Our goal is now to derive second-order necessary and sufficient conditions in terms of a non-smooth curvature functional characterizing the (generalized) curvature of the reduced functional \( j \) in critical directions. A similar approach was followed in [15, 16]. We will introduce the necessary technical notation in Section 5.1, prove preliminary estimates in Section 5.2, and finally derive the desired second-order conditions in Section 5.3.

5.1 NON-SMOOTH CURVATURE FUNCTIONAL

Intuitively, differentiating (4.1) (formally) and applying the sum and product rules, we see that the total curvature of \( j \) can be separated into three contributions: a smooth part involving only \( a \) and its derivatives in smooth points; a first-order non-smooth part involving only first (directional) derivatives of \( a \); and a second-order non-smooth part relating to second generalized derivatives of \( a \).

Correspondingly, we define the following three partial curvature functionals at a point \((u, y, \varphi) \in L^2(\Omega) \times H^1(\Omega) \times W^{1,\infty}(\Omega)\). First, the smooth part of the curvature in directions \((h_1, h_2) \in L^2(\Omega)^2\) is given by

\[
Q_s(u, y, \varphi; h_1, h_2) := \frac{1}{2} G''(y)(S'(u)h_1S'(u)h_2) + \frac{1}{2} \int_\Omega h_1 h_2 \, dx
\]

which is a bilinear form in \((h_1, h_2)\).

The first-order non-smooth part of the curvature is given by

\[
Q_1(u, y, \varphi; h_1, h_2) := -\frac{1}{2} \int_\Omega \left[ a'(y; S'(u)h_1)\nabla(S'(u)h_2) + a'(y; S'(u)h_2)\nabla(S'(u)h_1) \right] \cdot \nabla \varphi \, dx.
\]

Although \(Q_1(u, y, \varphi; \cdot, \cdot)\) is not bilinear, it is positively homogeneous in each variable due to the positive homogeneity of the function \(a'(y(x); \cdot)\) for all \(x \in \Omega\), i.e.,

\[
Q_1(u, y, \varphi; \tau_1 h_1, \tau_2 h_2) = \tau_1 \tau_2 Q_1(u, y, \varphi; h_1, h_2) \quad \text{for all } h_1, h_2 \in L^2(\Omega), \tau_1, \tau_2 \geq 0.
\]

If \(a\) is a \(C^2\) function, \(Q_s + Q_1\) corresponds to the second derivative \(j''(u)(h_1, h_2)\) of the reduced functional; in this case our second-order conditions reduce to the results obtained in [12].

The critical part for our analysis is of course the second-order non-smooth part, which requires some additional notation. For any \(i \in I\), \(s \in \mathbb{R}\), and \(h \in L^2(\Omega)\), we define

\[
\zeta_i(u, y; s, h) := [a_{i-1}'(t_i) - a_i'(t_i)] \mathbb{1}_{\Omega_{S(u+sh)},y}(t_i - S(u+sh))
\]

\[
+ [a_{i+1}'(t_{i+1}) - a_i'(t_{i+1})] \mathbb{1}_{\Omega_{S(\nabla S(u+sh))},y}(t_{i+1} - S(u+sh)),
\]

with \(t_i\) as defined in Assumption (A3) and the sets \(\Omega_{S(u+sh)}^{1,2}, \Omega_{S(u+sh)}^{1,3}\) as defined in Lemma 3.3. We then define for positive null sequences \(\{s_n\} \subset c_0^+ := \{s_n \subset (0, \infty) \mid s_n \to 0\}, h \in L^2(\Omega)\), and \(\{h_n\} \subset L^2(\Omega)\),

\[
A_n(u, y; \{s_n\}, \{h_n\}) := \sum_{i \in I} \zeta_i(u, y; s_n, h_n)
\]

as well as

\[
\hat{Q}(u, y, \varphi; \{s_n\}, h) := \lim_{n \to \infty} \frac{1}{s_n^\theta} \int_\Omega A_n(u, y; \{s_n\}, \{h\}) \nabla y \cdot \nabla \varphi \, dx,
\]
where \( \{ h \} \) denotes the constant sequence \( h_n = h \). (These terms will all be of independent use in the following.) The second-order non-smooth part of the curvature in direction \( h \in L^2(\Omega) \) is then given by

\[
Q_2(u, y, \varphi; h) := \inf \left\{ \tilde{Q}(u, y, \varphi; \{ s_n \}, h) \mid \{ s_n \} \in c_0^* \right\}.
\]

By the definition of \( \tilde{Q} \) and \( Q_2 \), we have that

\[
Q_2(u, y, \varphi; th) = t^2 Q_2(u, y, \varphi; h) \quad \text{for any } h \in L^2(\Omega) \text{ and } t > 0.
\]

Note also that \( \xi_i(u, y, \varphi; s, h) = 0 \) and therefore \( Q_2(u, y, \varphi; h) = 0 \) if the functions \( a_i \) have the property that \( a_i'(t_i) = a_i'(t_1) \) for all \( i \in I \), i.e., if the derivative \( a_i' \) is countably PC\(^1\). We also remark that \( Q_2 \) is related to the term \( \sigma(h) \) used to bound the second derivative of the Lagrangian in [7, Chap. 3] and which there characterized the gap between necessary and sufficient second-order conditions.

Finally, to account for the control constraints, we recall the following basic notation standard in the study of second-order conditions; see, e.g., [7, 1]. Let \( K \) be a closed subset in \( L^2(\Omega) \) and let \( z \in K \) be arbitrary. The radial, contingent tangent, and normal cones to \( K \) at \( z \) are defined, respectively, as

\[
\mathcal{R}(K; z) := \{ v \in L^2(\Omega) \mid \exists s > 0 \text{ s.t. } z + sv \in K \text{ for all } s \in [0, \xi] \},
\]

\[
\mathcal{T}(K; z) := \{ v \in L^2(\Omega) \mid \exists s_n \to 0^+, v_n \to v \in L^2(\Omega) \text{ s.t. } z + s_nv_n \in K \text{ for all } n \in \mathbb{N} \},
\]

\[
\mathcal{N}(K; z) := \{ w \in L^2(\Omega) \mid \int_{\Omega} w(x) (v(x) - z(x)) \, dx \leq 0 \text{ for all } v \in \mathcal{T}(K; z) \}.
\]

It is well-known that when \( K \) is convex, we have

\[
\mathcal{T}(K; z) = \text{cl}_2 [\mathcal{R}(K; z)],
\]

where \( \text{cl}_2(U) \) stands for the closure of a set \( U \) in \( L^2(\Omega) \). For any \( w \in L^2(\Omega) \), we denote the annihilator of \( w \) by

\[
w^\perp := \left\{ h \in L^2(\Omega) \mid \int_{\Omega} w(x)h(x) \, dx = 0 \right\}.
\]

Furthermore, we say that the set \( K \) is polyhedral at \( z \in K \) if for any \( w \in \mathcal{N}(K; z) \), there holds

\[
\text{cl}_2 [\mathcal{R}(K; z) \cap (w^\perp)] = \mathcal{T}(K; z) \cap (w^\perp).
\]

We say that \( K \) is polyhedral if it is polyhedral at each point \( z \in K \).

In the following, we will consider the admissible set \( \mathcal{U}_{ad} \), defined in (4.1), as a subset in \( L^2(\Omega) \) rather than a subset in \( L^\infty(\Omega) \). In this case, \( \mathcal{U}_{ad} \) is polyhedral, see [1, Lem. 4.13].

Furthermore, for a given triple \( (\bar{u}, \bar{y}, \bar{\varphi}) \) with \( \bar{u} \in \mathcal{U}_{ad} \) satisfying the system (4.6), set

\[
\bar{d} := \bar{\varphi} + \bar{v} \bar{u}.
\]

Obviously, \( -\bar{d} \in \mathcal{N}(\mathcal{U}_{ad}; \bar{u}) \) by (4.6b). The critical cone of the problem (P) at \( \bar{u} \) is then defined via

\[
\mathcal{C}(\mathcal{U}_{ad}; \bar{u}) := \left\{ h \in L^2(\Omega) \mid h \in \mathcal{T}(\mathcal{U}_{ad}; \bar{u}) \cap (\bar{d}^\perp) \right\}.
\]

By [1, Lem. 4.11], the tangent cone \( \mathcal{T}(\mathcal{U}_{ad}; \bar{u}) \) and the critical cone \( \mathcal{C}(\mathcal{U}_{ad}; \bar{u}) \) can, respectively, be characterized pointwise as

\[
\mathcal{T}(\mathcal{U}_{ad}; \bar{u}) = \left\{ v \in L^2(\Omega) \mid v(x) \begin{cases} \geq 0 & \text{if } \bar{u}(x) = \alpha(x), \\ \leq 0 & \text{if } \bar{u}(x) = \beta(x) \text{ a.e. } x \in \Omega \end{cases} \right\}
\]

and

\[
\mathcal{C}(\mathcal{U}_{ad}; \bar{u}) := \left\{ h \in L^2(\Omega) \mid h(x) \begin{cases} \geq 0 & \text{if } \bar{u}(x) = \alpha(x), \\ \leq 0 & \text{if } \bar{u}(x) = \beta(x) \text{ a.e. } x \in \Omega, \\ = 0 & \text{if } \bar{d}(x) \neq 0 \end{cases} \right\}.
\]
5.2 PRELIMINARY ESTIMATES

Throughout this section, let \((\bar{u}, \bar{y}, \bar{\phi})\) be a point that satisfies the system (4.6) and \(\bar{\theta}\) be given by (5.6). We start this section with a second-order Taylor-type expansion.

**Lemma 5.1.** For any \(u \in L^2(\Omega)\) and \(y_u := S(u)\), there holds

\[
\begin{align*}
(5.9) \quad j(u) - j(\bar{u}) &= \int_0^1 (1 - s)G''(\bar{y} + s(y_u - \bar{y}))(y_u - \bar{y})^2 \, ds + \frac{\nu}{2} \|u - \bar{u}\|_{L^2(\Omega)}^2 \quad + \int_\Omega \bar{d}(u - \bar{u}) \, dx - \int_\Omega [a(y_u) - a(\bar{y})] \nabla \bar{\phi} \cdot (\nabla y_u - \nabla \bar{y}) \, dx \\
& \quad - \int_\Omega [a(y_u) - a(\bar{y}) - 1_{\{\bar{y} \notin E_u\}} a'(\bar{y})(y_u - \bar{y})] \nabla \bar{\phi} \cdot \nabla \bar{y} \, dx.
\end{align*}
\]

**Proof.** Since \(j\) is Fréchet differentiable by Theorem 4.2 and \(G\) is \(C^2\) by Assumption (A4), we can use a Taylor expansion to write

\[
\begin{align*}
(5.10) \quad j(u) - j(\bar{u}) &= G(y_u) - G(\bar{y}) + \frac{\nu}{2} \|u\|_{L^2(\Omega)}^2 - \|\bar{u}\|_{L^2(\Omega)}^2 \quad + \int_0^1 (1 - s)G''(\bar{y} + s(y_u - \bar{y}))(y_u - \bar{y})^2 \, ds + \frac{\nu}{2} \|u - \bar{u}\|_{L^2(\Omega)}^2 \\
& \quad + \int_\Omega (b + a(\bar{y})) \nabla \bar{\phi} \cdot (\nabla y_u - \nabla \bar{y}) + 1_{\{\bar{y} \notin E_u\}} a'(\bar{y}) \nabla \bar{\phi}(y_u - \bar{y}) \, dx \\
& \quad - \int_\Omega \bar{\phi}(u - \bar{u}) \, dx + \int_\Omega \bar{d}(u - \bar{u}) \, dx \\
& \quad + \int_0^1 (1 - s)G''(\bar{y} + s(y_u - \bar{y}))(y_u - \bar{y})^2 \, ds + \frac{\nu}{2} \|u - \bar{u}\|_{L^2(\Omega)}^2,
\end{align*}
\]

where we have employed (4.6a) and the definition of \(\bar{d}\) to obtain the last equality. Testing the state equations corresponding to \(y_u\) and \(\bar{y}\) by \(\bar{\phi}\) and then subtracting yields

\[
\int_\Omega \bar{\phi}(u - \bar{u}) \, dx = \int_\Omega [(b + a(y_u)) (\nabla y_u - \nabla \bar{y}) + (a(y_u) - a(\bar{y})) \nabla \bar{\phi}] \cdot \nabla \bar{\phi} \, dx.
\]

Inserting this equality into (5.10), we arrive at the desired conclusion. \(\square\)

A crucial step of our analysis will be to bound \(Q_{a}(\bar{u}, \bar{y}, \bar{\phi}; h)\) purely in terms of the jumps of the derivatives of \(a\) in the optimal state \(\bar{y}\). To do this, we define the jump functional \(\Sigma : W^{1,1}(\Omega) \to [0, \infty]\) via

\[
(5.11) \quad \Sigma(y) := \lim_{r \to 0^+} \frac{1}{r} \sum_{m=1}^N \sum_{i \in I} \sigma_i \int_\Omega \left[ \|y - y_i \| \right] \left[ \|\partial_{x_m} y\| \right] \, dx
\]

where the (non-negative) \(\{\sigma_i\}_{i \in I}\) are as defined in (2.3) and

\[
I^*_y := \{ i \in I : \min_{x \in \Omega} y(x) \leq t_i \leq \max_{x \in \Omega} y(x) \}.
\]
(Note that in contrast to \( I_s \) defined in (2.4), we exclude the largest value of \( i \) for which \( t_i < \min_{x \in \Omega} y(x) \) but include the largest value of \( i \) for which \( t_i = \max_{x \in \Omega} y(x) \).)

Clearly, if \( a' \) is countably \( PC \), then \( \Sigma(y) = 0 \). The following two examples provide the explicit form of \( \Sigma(y) \) for specific choices of \( y \); the derivations by straight-forward calculation are given in Appendix \( B \). Note that these examples hold for any \( a \) since the coefficient only enters the definition of \( \Sigma(y) \) through the \( s_i \).

**Example 5.2.** Let \( \Omega \) be the open unit ball in \( \mathbb{R}^2 \) and let \( y(x_1, x_2) := 1_{\{x_1^2 + x_2^2 < 1/2\}} \left( \frac{1}{2} - x_1^2 - x_2^2 \right)^8 \) for \( (x_1, x_2) \in \Omega \) and \( s > \frac{1}{2} \). Then

\[
\Sigma(y) = \sum_{i \in I, t_i \in (0, 1/2)} 16\sigma_i \sqrt{\frac{1}{2} - t_i^2} + \sum_{i \in I, t_i = 0} 8\sigma_i \sqrt{\frac{1}{2}}.
\]

**Example 5.3.** Let \( \Omega := \{ x = (x_1, x_2) \in \mathbb{R}^2 \mid 0 < x_1, x_2 < 1 \} \) and let \( y(x_1, x_2) := \sin(\pi x_1) \sin(\pi x_2) \). Then

\[
\Sigma(y) = \sum_{i \in I, t_i \in (0, 1)} 8\sigma_i \left( 1 - \frac{2}{\pi} \arcsin t_i \right) + \sum_{i \in I, t_i = 0} 4\sigma_i.
\]

We now prove some technical results on \( \Sigma \) and \( Q_s \) that will be needed in the following Section 5.3. To keep the notation concise, from now on we will simply write \( \zeta_i(s, h) := \zeta_i(\bar{u}, \bar{y}; s, h) \) and \( A_n(\{s_n\}, \{h_n\}) := A_n(\bar{u}, \bar{y}; \{s_n\}, \{h_n\}) \).

**Lemma 5.4.** Let \( \{s_n\} \in C^1 \) be arbitrary and let \( \{h_n\}, \{v_n\} \subset L^2(\Omega) \) be such that \( h_n \rightharpoonup h \) and \( v_n \rightharpoonup h \) in \( L^2(\Omega) \) for some \( h \in L^2(\Omega) \). If \( \Sigma(\bar{y}) < \infty \) and \( \bar{\psi} \in W^{1, \infty}(\Omega) \), then

\[
\lim_{n \to \infty} \frac{1}{s_n^3} \int_\Omega [A_n(\{s_n\}, \{h_n\}) - A_n(\{s_n\}, \{v_n\})] \nabla \bar{y} \cdot \nabla \bar{\psi} \, dx = 0.
\]

**Proof.** Setting \( y_n := S(\bar{u} + s_n h_n) \), \( w_n := S(\bar{u} + s_n v_n) \) and exploiting the definition (5.2) yields

\[
A_n(\{s_n\}, \{h_n\}) - A_n(\{s_n\}, \{v_n\}) = \sum_{i \in I} \left[ (a'_{i-1}(t_i) - a'_{i}(t_i)) M_{n,i} + (a'_{i}(t_{i+1}) - a'_{i}(t_{i})) L_{n,i} \right]
\]

with

\[
M_{n,i} := 1_{\Omega_{y_n,y}^l} (t_i - y_n) - 1_{\Omega_{v_n,y}^l} (t_i - w_n), \quad L_{n,i} := 1_{\Omega_{v_n,y}^3} (t_{i+1} - y_n) - 1_{\Omega_{v_n,y}^3} (t_{i+1} - w_n).
\]

Setting \( r_n := \|y_n - w_n\|_{L^\infty(\Omega)} \) and \( \kappa_n := \max\{\|y_n - \bar{y}\|_{L^\infty(\Omega)}, \|w_n - \bar{y}\|_{L^\infty(\Omega)}\} \) gives

\[
\kappa_n \leq C \kappa_n \quad \text{and} \quad \frac{r_n}{s_n} \to 0
\]

for some positive constant \( C \) due to the differentiability of \( S \) and Corollary 3.6, respectively. We can thus assume that \( 0 \leq \kappa_n, r_n < \delta \) for all \( n \in \mathbb{N} \) large enough. Writing

\[
M_{n,i} := -1_{\Omega_{y_n,y}^l} (y_n - w_n) - \left( 1_{\Omega_{y_n,y}^l} - 1_{\Omega_{v_n,y}^l} \right) (w_n - t_i)
\]

and using the fact that

\[
\Omega_{y_n,y}^l := \{ \bar{y} \in (t_i, t_i + \delta), y_n \in (t_i - \delta, t_i) \} \subset \{ 0 < \bar{y} - t_i \leq \kappa_n \},
\]

we derive

\[
|M_{n,i}| \leq 1_{\{0 < \bar{y} - t_i \leq \kappa_n\}} r_n + \left( 1_{\Omega_{y_n,y}^l} - 1_{\Omega_{v_n,y}^l} \right) (w_n - t_i).
\]
On the other hand, by a simple calculation, it holds that
\[
\left| \left( T_{\Omega^{(2)}_{\gamma, \delta}} \right| \right| w_n - t_i \right| = 1 \{ y \in (t_i, t_i + \delta) \} \left| \left| \gamma_n \in (t_i - \delta, t_i) \right| \right| w_n - t_i \right| = 1 \{ y \in (t_i, t_i + \delta) \} \left| \left| \gamma_n \in (t_i - \delta, t_i) \right| \right| w_n - t_i \right| \leq 1 \{ 0 < y - t_i \leq \kappa_n \}. \]

Here we have exploited the facts that \( \{ y \in (t_i, t_i + \delta), y_n \in (t_i - \delta, t_i) \} \cup \{ y \in (t_i, t_i + \delta), w_n \in (t_i - \delta, t_i) \} \subset \{ 0 < y - t_i \leq \kappa_n \} \)

and \( |w_n - t_i| \leq |w_n - y_n| \leq r_n \) almost everywhere on \( \{ w_n \in (t_i - \delta, t_i), y_n \in (t_i, t_i + r_n) \} \). We therefore have
\[
(5.14) \quad |M_{n,i}| \leq 2r_n \mathbb{1}_{\{ 0 < y - t_i \leq \kappa_n \}}. \]

Similarly, there holds that
\[
(5.15) \quad |L_{n,i}| \leq 2r_n \mathbb{1}_{\{ 0 < t_i + \delta - y \leq \kappa_n \}}. \]

Inserting (5.14) and (5.15) into (5.12) and exploiting the obtained result as well as (2.3) yields
\[
\frac{1}{s_n^2} \int_{\Omega} \left| \left| \left[ A_n(\{s_n\}, \{h_n\}) - A_n(\{s_n\}, \{u_n\}) \right] \nabla y \cdot \nabla \phi \right| \right| \ dx \leq \frac{2r_n}{s_n^2} \int_{\Omega} \sum_{i \in \mathbb{N}} \left| \sigma_i \left( \mathbb{1}_{\{ 0 < y - t_i \leq \kappa_n \}} + \mathbb{1}_{\{ 0 < t_i + \delta - y \leq \kappa_n \}} \right) \right| \left| \nabla y \cdot \nabla \phi \right| \ dx \leq \frac{2r_n \kappa_n}{s_n^2} \times \frac{1}{\kappa_n} \int_{\Omega} \sum_{i \in \mathbb{N}} \left| \sigma_i \mathbb{1}_{\{ 0 < |y - t_i| \leq \kappa_n \}} \right| \left| \nabla y \cdot \nabla \phi \right| \ dx.
\]

Letting \( n \to \infty \) and using the definition (5.11), we arrive at
\[
\lim_{n \to \infty} \frac{1}{s_n^2} \int_{\Omega} \left| \left| \left[ A_n(\{s_n\}, \{h_n\}) - A_n(\{s_n\}, \{u_n\}) \right] \nabla y \cdot \nabla \phi \right| \right| \ dx \leq \left\| \nabla \phi \right\|_{L^\infty(\Omega)} \Sigma(\tilde{y}) \lim_{n \to \infty} \frac{2r_n \kappa_n}{s_n^2},
\]

which, together with (5.13), completes the proof. \( \square \)

Combining this with (5.3) and (5.4), we obtain the following estimate.

**Corollary 5.5.** If \( \Sigma(\tilde{y}) < \infty \) and \( \tilde{\varphi} \in W^{1,\infty}(\Omega) \), then for any \( \{s_n\} \in c_0^+ \) and any \( h_n \to h \) in \( L^2(\Omega) \),
\[
\liminf_{n \to \infty} \frac{1}{s_n^2} \int_{\Omega} A_n(\{s_n\}, \{h_n\}) \nabla y \cdot \nabla \phi \ dx = \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\varphi} ; \{s_n\}, h) \geq Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi} ; h).\]

We can use this result to show weak lower semi-continuity of \( Q_2 \).

**Proposition 5.6.** If \( \Sigma(\tilde{y}) < \infty \) and \( \tilde{\varphi} \in W^{1,\infty}(\Omega) \), then for any \( h_n \to h \) in \( L^2(\Omega) \),
\[
Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi} ; h) \leq \liminf_{n \to \infty} Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi} ; h_n) .
\]

**Proof.** Let \( \{h_n\} \subset L^2(\Omega) \) be arbitrary such that \( h_n \to h \) in \( L^2(\Omega) \). Fixing \( n \in \mathbb{N} \) and using the definition (5.4) shows that there exists a sequence \( \{s^k_j(h_n)\}_{j,k \in \mathbb{N}} \in c_0^+ \) such that
\[
(5.16) \quad s^k_j(h_n) \to 0^+ \quad \text{as} \quad j \to \infty \quad \text{for all} \quad k \in \mathbb{N}
\]
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and
\[ Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi}; h_n) = \lim_{k \to \infty} \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\varphi}; \{ s_j^k(h_n) \}_{j \in \mathbb{N}}, h_n). \]

There thus exists a \( k_n \geq n \) satisfying
\[ (5.17) \quad Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi}; h_n) - \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\varphi}; \{ s_j^{k_n}(h_n) \}_{j \in \mathbb{N}}, h_n) > -\frac{1}{n}. \]

The limit in (5.16) leads to the existence of a \( j_n \in \mathbb{N} \) such that
\[ (5.18) \quad 0 < s_j^{k_n}(h_n) < \frac{1}{n} \quad \text{for all } j \geq j_n. \]

Furthermore, from (5.3) and (5.2), a subsequence \( \{ s_j^{k_n}(h_n) \}_{j \in \mathbb{N}} \) exists satisfying
\[ \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\varphi}; \{ s_j^{k_n}(h_n) \}_{j \in \mathbb{N}}, h_n) = \lim_{q \to \infty} \frac{1}{s_j^{k_n}(h_n)} \int_\Omega \sum_{i \in I} \zeta_i(r_n, h_n) \nabla \tilde{y} \cdot \nabla \tilde{\varphi} \, dx. \]

Then there is a \( q_n \in \mathbb{N} \) satisfying \( j_{q_n} \geq j_n \) and
\[ (5.19) \quad \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\varphi}; \{ s_j^{k_n}(h_n) \}_{j \in \mathbb{N}}, h_n) - \frac{1}{r_n^2} \int_\Omega \sum_{i \in I} \zeta_i(r_n, h_n) \nabla \tilde{y} \cdot \nabla \tilde{\varphi} \, dx > -\frac{1}{n} \]

with \( r_n := s_j^{k_n}(h_n) \). By (5.18), we have \( r_n \to 0^+ \) as \( n \to \infty \) and so \( \{ r_n \}_{n \in \mathbb{N}} \in C_0^+ \). On the other hand, adding (5.17) and (5.19) yields that
\[ Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi}; h_n) - \frac{1}{r_n^2} \int_\Omega \sum_{i \in I} \zeta_i(r_n, h_n) \nabla \tilde{y} \cdot \nabla \tilde{\varphi} \, dx > -\frac{2}{n}. \]

Taking the limit inferior then shows that
\[ \liminf_{n \to \infty} Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi}; h_n) \geq \liminf_{n \to \infty} \frac{1}{r_n^2} \int_\Omega \sum_{i \in I} \zeta_i(r_n, h_n) \nabla \tilde{y} \cdot \nabla \tilde{\varphi} \, dx \]
\[ = \liminf_{n \to \infty} \frac{1}{r_n^2} \int_\Omega A_n(\{ r_n \}, \{ h_n \}) \nabla \tilde{y} \cdot \nabla \tilde{\varphi} \, dx, \]

where we have used the definition (5.2) to obtain the last identity. Together with Corollary 5.5, this yields the claim. \( \square \)

**Lemma 5.7.** Assume that \( \Sigma(\tilde{y}) < \infty \) and \( \tilde{\varphi} \in W^{1,\infty}(\Omega) \), then for any \( h \in L^2(\Omega) \),
\[ |Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi}; h)| \leq \Sigma(\tilde{y}) \| \nabla \tilde{\varphi} \|_{L^\infty(\Omega)} \| S'(\tilde{u}) h \|_{L^\infty(\Omega)}. \]

**Proof.** It suffices to show for any \( \{ s_n \} \in C_0^+ \) that
\[ (5.20) \quad \left| \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\varphi}; \{ s_n \}, h) \right| \leq \Sigma(\tilde{y}) \| \nabla \tilde{\varphi} \|_{L^\infty(\Omega)} \| S'(\tilde{u}) h \|_{L^\infty(\Omega)}. \]

To this end, we first set \( y_n := S(\tilde{u} + s_n h) \) and take \( p \in (N, 6) \) arbitrary. By the fact that \( s_n \to 0^+ \) and \( L^2(\Omega) \subset W^{-1,p}(\Omega) \), we have \( \tilde{u} + s_n h \to \tilde{u} \) in \( W^{-1,p}(\Omega) \) and thus \( y_n \to \tilde{y} \) in \( W_0^{1,p}(\Omega) \). From this and the embedding \( W_0^{1,p}(\Omega) \hookrightarrow C(\overline{\Omega}) \), it holds that
\[ \kappa_n := \| y_n - \tilde{y} \|_{C(\overline{\Omega})} \to 0. \]
We can thus assume that \( \kappa_n < \delta \) for all \( n \in \mathbb{N} \) large enough. Moreover, from (5.2), there holds

\[
A_n(\{s_n\}, \{h\}) := \sum_{i \in I} \zeta_i(s_n, h) = \sum_{i \in I} \zeta_i(s_n, h).
\]

We see from (2.3) and the definition of \( \zeta_i(s_n, h) \), \( \Omega_{\gamma_n, y}^{1,2} \) and \( \Omega_{\gamma_n, y}^{1,3} \) that

\[
\sum_{i \in I_y} |\zeta_i(s_n, h)| \leq \sum_{i \in I_y} \left( \| \mathbb{1}_{\{\gamma \in (t_i, t_i + \delta), y_n \in (t_i - \delta, t_i)\}} \sigma_i + \mathbb{1}_{\{\gamma \in (t_i, t_{i+1} + \delta), y_n \in (t_{i+1} - \delta, t_{i+1})\}} \sigma_{i+1} \right) |y_n - \bar{y}| \\
\leq \sum_{i \in I_y} \left( \mathbb{1}_{\{0 < y - \bar{y} \leq \|y_n - \bar{y}\|_{C(\overline{\Omega})}\}} \sigma_i + \mathbb{1}_{\{0 < t_{i+1} - \bar{y} \leq \|y_n - \bar{y}\|_{C(\overline{\Omega})}\}} \sigma_{i+1} \right) \|y_n - \bar{y}\|_{C(\overline{\Omega})} \\
= \sum_{i \in I_y} \mathbb{1}_{\{0 < y - \bar{y} \leq \kappa_n\}} \sigma_i |y_n - \bar{y}|_{C(\overline{\Omega})}.
\]

Consequently, it holds that

\[
\frac{1}{s_n^2} \int_\Omega \sum_{i \in I_y} |\zeta_i(s_n, h)\nabla \phi \cdot \nabla \bar{y}| \, dx \leq \left\| \nabla \phi \right\|_{L^\infty(\Omega)}^2 \frac{\|y_n - \bar{y}\|_{C(\overline{\Omega})}^2}{s_n^2} N \sum_{m=1}^{N} \sum_{i \in I} \sigma_i \frac{1}{\kappa_n} \int_\Omega \mathbb{1}_{\{0 < y - \bar{y} \leq \kappa_n\}} |\partial_{\kappa_m} \bar{y}| \, dx.
\]

Passing to the limit, employing Corollary 3.6, and using (5.11) then yields that

\[
\limsup_{n \to \infty} \frac{1}{s_n^2} \int_\Omega \sum_{i \in I_y} |\zeta_i(s_n, h)\nabla \phi \cdot \nabla \bar{y}| \, dx \leq \left\| \nabla \phi \right\|_{L^\infty(\Omega)} \|S'(\bar{u})h\|_{L^2(\Omega)}^2 \Sigma(\bar{y}).
\]

The combination of this with (5.21) gives (5.20) and thus the claim. \( \square \)

The following is the main result of this subsection.

**Proposition 5.8.** Let Assumptions (A1) to (A4) hold. Assume further that \( G'(\bar{y}) \in L^p(\Omega) \) for some \( p > N \). Let \( p \in (N, 6) \) be arbitrary and let \( \{s_n\} \in C_0^\infty \) and \( \{h_n\} \subset L^2(\Omega) \) be arbitrary such that \( h_n \to h \) in \( L^2(\Omega) \) for some \( h \in L^2(\Omega) \). Then the following limits hold:

(i) \( \frac{1}{s_n^2} \int_0^1 (1 - s)G''(\bar{y} + s(y_n - \bar{y}))(y_n - \bar{y})^2 \, ds \to \frac{1}{2}G''(\bar{y})(S'(\bar{u})h)^2 \) with \( y_n := S(\bar{u} + s_n h_n) \);

(ii) \( \frac{1}{s_n^2} \int_\Omega [a(y_n) - a(\bar{y})] \nabla \phi \cdot (\nabla y_n - \nabla \bar{y}) \, dx \to \int_\Omega a'(\bar{y})S'(\bar{u})h \nabla \phi \cdot \nabla (S'(\bar{u})h) \, dx \);

(iii) if, in addition, \( \Sigma(\bar{y}) < \infty \), then

\[
H_n := \int_\Omega [a(y_n) - a(\bar{y}) - \mathbb{1}_{\{\gamma \in E_n\}} a'(\bar{y})(y_n - \bar{y})] \nabla \phi \cdot \nabla \bar{y} \, dx, \quad n \in \mathbb{N},
\]

satisfy

\[
\limsup_{n \to \infty} \frac{1}{s_n^2} H_n = \frac{1}{2} \int_\Omega \mathbb{1}_{\{\gamma \in E_n\}} a''(\bar{y})(S'(\bar{u})h)^2 \nabla \phi \cdot \nabla \bar{y} \, dx - \bar{Q}(\bar{u}, \bar{y}, \phi; \{s_n\}, h).
\]

**Proof.** Ad (i): By Corollary 3.6, we have

\[
\frac{y_n - \bar{y}}{s_n} \to S'(\bar{u})h \quad \text{in } W^{1,p}_0(\Omega).
\]

This and the dominated convergence theorem give assertion (i).
Ad (ii): According to Lemma 4.1 and the fact that $G'(\tilde{y}) \in L^p(\Omega)$ and $\tilde{u} \in L^\infty(\Omega)$, the adjoint state $\tilde{v}$ belongs to $W^{1,p}(\Omega)$. Moreover, from (5.22) we have that
\[
\frac{1}{s_n} \nabla (y_n - \tilde{y}) \to \nabla S'(\tilde{u}) h \quad \text{in } L^p(\Omega) \quad \text{and} \quad \frac{1}{s_n} (y_n - \tilde{y}) \to S'(\tilde{u}) h \quad \text{in } C(\overline{\Omega}).
\]
Finally, for all $x \in \overline{\Omega}$, it holds that $\frac{1}{s_n} [a(y_n(x)) - a(\tilde{y}(x))] \to a'(\tilde{y}(x)) (S'(\tilde{u}) h)(x)$; see, e.g., [18, Lem. 3.5]. Therefore, we obtain (ii) from the dominated convergence theorem.

Ad (iii): According to Lemma 3.2 and the continuous embedding $W^{1,p}(\Omega) \hookrightarrow C(\overline{\Omega})$, we obtain $y_n \to \tilde{y}$ in $C(\overline{\Omega})$, and we can thus assume that $\|y_n - \tilde{y}\|_{C(\overline{\Omega})} < \delta$ for all $n \in \mathbb{N}$ large enough. Since $\nabla \tilde{y}$ vanishes almost everywhere on $\{\tilde{y} \in \mathcal{E}_a\}$ [14, Rem. 2.6] and there exists a constant $M > 0$ such that $\max\{|y_n(x)|, |\tilde{y}(x)|\} \leq M$ for all $x \in \overline{\Omega}$, we can write
\[
(5.23) \quad H_n = \int_\Omega \chi_{\{\tilde{y} \neq E_a\}} [a(y_n) - a(\tilde{y}) - a'(\tilde{y})(y_n - \tilde{y})] \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx
\]
\[
= \int_\Omega T_{y_n,\tilde{y}} \nabla \phi \cdot \nabla \tilde{y} \, dx = \sum_i \int_\Omega \left[ T_{i,1}^{n,\tilde{y}} + T_{i,2}^{n,\tilde{y}} + T_{i,3}^{n,\tilde{y}} \right] \nabla \phi \cdot \nabla \tilde{y} \, dx,
\]
where $T_{y_n,\tilde{y}}$ and $T_{i,j}^{n,\tilde{y}}$, $j = 1, 2, 3$, are defined in (3.20) and Lemma 3.3.

We now estimate $T_{i,j}^{n,\tilde{y}}$ for $i \in I_{\tilde{y}}$ and $j = 1, 2, 3$. Let us fix $i \in I_{\tilde{y}}$ and consider $T_{i,1}^{n,\tilde{y}}$. We have
\[
(5.24) \quad T_{i,1}^{n,\tilde{y}} = g_{n,1}^{i} + g_{n}^{i} + g_{n}^{i,3}
\]
with
\[
g_{n,1}^{i} := \int_{\Omega_{\tilde{y},i+1}^{(8,9)}} \left[ a_i(y_n) - a_i(\tilde{y}) - a_i'(\tilde{y})(y_n - \tilde{y}) \right],
\]
\[
g_{n}^{i} := \int_{\Omega_{\tilde{y},i}^{(0,8)}} \left[ a_i(y_n) - a_i(\tilde{y}) - a_i'(\tilde{y})(y_n - \tilde{y}) \right],
\]
\[
g_{n}^{i,3} := \int_{\Omega_{\tilde{y},i+1}^{(-9,0)} \cap \Omega_{\tilde{y},i}^{(-8,0)}} \left[ a_i(y_n) - a_i(\tilde{y}) - a_i'(\tilde{y})(y_n - \tilde{y}) \right].
\]
A standard argument shows that
\[
(5.25) \quad \frac{1}{s_n} \int_\Omega g_{n}^{i} \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx \to \frac{1}{2} \int_\Omega \chi_{\{\tilde{y} \neq E_a\}} a_i''(\tilde{y})(S'(\tilde{u}) h)^2 \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx.
\]
Since $\|y_n - \tilde{y}\|_{C(\overline{\Omega})} < \delta$ and $\|y_n - \tilde{y}\|_{C(\overline{\Omega})} \to 0$ as $n \to \infty$, there holds
\[
\int_{\Omega_{\tilde{y},i}^{(0,8)} \cap \Omega_{\tilde{y},i+1}^{(-8,0)}} - \int_{\Omega_{\tilde{y},i}^{(-8,0)} \cap \Omega_{\tilde{y},i+1}^{(0,8)}} \to 0 \quad \text{as } n \to \infty
\]
almost everywhere in $\Omega$, which together with the dominated convergence theorem yields
\[
(5.26) \quad \frac{1}{s_n} \int_\Omega g_{n}^{i} \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx \to \frac{1}{2} \int_\Omega \chi_{\{\tilde{y} \neq E_a\}} a_i''(\tilde{y})(S'(\tilde{u}) h)^2 \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx.
\]
Similarly, it holds that
\[
(5.27) \quad \frac{1}{s_n} \int_\Omega g_{n}^{i,3} \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx \to \frac{1}{2} \int_\Omega \chi_{\{\tilde{y} \neq E_a\}} a_i''(\tilde{y})(S'(\tilde{u}) h)^2 \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx.
\]
From (5.24)–(5.27) and the fact that $\Omega_{\tilde{y},i}^{(8,9)} \cup \Omega_{\tilde{y},i}^{(0,8)} \cup \Omega_{\tilde{y},i+1}^{(-8,0)} = \Omega_{\tilde{y},i}^{(0,0)} := \{ \tilde{y} \in (t_i, t_{i+1}) \}$, we deduce that
\[
\frac{1}{s_n} \int_\Omega T_{i,1}^{n,\tilde{y}} \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx \to \frac{1}{2} \int_\Omega \sum_{\{\tilde{y} \in (t_i, t_{i+1})\}} a_i''(\tilde{y})(S'(\tilde{u}) h)^2 \nabla \tilde{v} \cdot \nabla \tilde{y} \, dx.
\]
which, together with the fact that $I_y$ is finite, implies that

$$\frac{1}{s_n} \sum_{i \in I_y} T_{y_n,y}^{i,1} \nabla \bar{\varphi} \cdot \nabla \bar{y} \, dx = \frac{1}{2} \int_\Omega \left( \frac{1}{|y_\delta \cap \Omega|} a''(\bar{y})(S'(\bar{y}) \delta)^2 \nabla \bar{\varphi} \cdot \nabla \bar{y} \, dx. \right.$$

We now estimate $T_{y_n,y}^{i,2}$. To this end, we write

$$T_{y_n,y}^{i,2} = \Omega_{y_n,y}^{i,2} \left[ a_{i-1}(y_n) - a_i(\bar{y}) - a_i(\bar{y})(y_n - \bar{y}) \right]$$

$$= \left\{ \begin{array}{ll}
1_{\Omega_{y_n,y}^{i,2}} \left[ a_{i-1}(y_n) - a_i(t_i) - a_i'(t_i)(y_n - t_i) \right] \\
+ 1_{\Omega_{y_n,y}^{i,2}} \left[ a_i(t_i) - a_i(t_i) - a_i'(t_i)(\bar{y} - t_i) \right] \\
+ 1_{\Omega_{y_n,y}^{i,2}} \left[ a_i'(t_i) - a_i'(t_i) \right] (y_n - t_i) \\
\end{array} \right. $$

with $\Omega_{y_n,y}^{i,2} := \Omega_{y,n,i}^{i,0,\delta} \cap \Omega_{y,n,i}^{i,0,-\delta} = \{ \bar{y} \in (t_i, t_i + \delta), y_n \in (t_i - \delta, t_i) \}$. For almost every $x \in \Omega_{y_n,y}^{i,2}$, we have

$$0 \leq \bar{y}(x) - t_i, t_i - y_n(x) \leq \| y_n(x) - \bar{y}(x) \| \leq \| y_n - \bar{y} \|_{C(\overline{\Omega})} < \delta. $$

Combined with the fact that $|y_n(x)| \leq M$ for all $x \in \overline{\Omega}$ and that $a_i$ is of class $C^2$, we obtain

$$\frac{1}{s_n} \left\| \Omega_{y_n,y}^{i,2} (x) \left[ a_{i-1}(y_n(x)) - a_i(t_i) - a_i'(t_i)(y_n(x) - t_i) \right] \right\| \frac{1}{2s_n} C \Omega_{y_n,y}^{i,2} (x) \| y_n - \bar{y} \|_{C(\overline{\Omega})}^2 \leq \frac{1}{2} C \Omega_{y_n,y}^{i,2} (x) \rightarrow 0$$

for almost every $x \in \Omega$ and for some constant $C$. Here we employed the Lipschitz continuity of $S$ (see Lemma 3.2) and the embedding $W_0^{1,p}(\Omega) \hookrightarrow C(\overline{\Omega})$ to deduce the last inequality. It therefore holds that

$$\frac{1}{s_n} \int_\Omega \left\| \Omega_{y_n,y}^{i,2} \left[ a_{i-1}(y_n) - a_i(t_i) - a_i'(t_i)(y_n - t_i) \right] \right\| \nabla \bar{\varphi} \cdot \nabla \bar{y} \, dx \rightarrow 0.$$  

Similarly, we obtain

$$\frac{1}{s_n} \int_\Omega \left\| \Omega_{y_n,y}^{i,2} \left[ a_i'(t_i) - a_i'(\bar{y}) \right] \right\| \nabla \bar{\varphi} \cdot \nabla \bar{y} \, dx \rightarrow 0$$  

and

$$\frac{1}{s_n} \int_\Omega \left\| \Omega_{y_n,y}^{i,2} \left[ a_i'(t_i) - a_i'(\bar{y}) \right] (y_n - t_i) \right\| \nabla \bar{\varphi} \cdot \nabla \bar{y} \, dx \rightarrow 0.$$  

Combining (5.31)–(5.33) thus gives

$$\frac{1}{s_n} \int_\Omega \left\| \Omega_{y_n,y}^{i,2} \right\| \nabla \bar{\varphi} \cdot \nabla \bar{y} \, dx \rightarrow 0.$$  

By the same argument as for (5.29) and (5.34), $T_{y_n,y}^{i,3}$ can be written in the form

$$T_{y_n,y}^{i,3} \equiv \left\{ \begin{array}{ll}
\Omega_{y_n,y}^{i,3} \left[ a_i'(t_{i+1}) - a_i'(t_{i+1}) \right] (t_{i+1} - y_n) \\
\end{array} \right. $$

with $\Omega_{y_n,y}^{i,3} = \{ \bar{y} \in (t_{i+1} - \delta, t_{i+1}), y_n \in [t_{i+1}, t_{i+1} + \delta) \}$, and $\Omega_{y_n,y}^{i,3}$ satisfying

$$\frac{1}{s_n} \int_\Omega \left\| \Omega_{y_n,y}^{i,3} \right\| \nabla \bar{\varphi} \cdot \nabla \bar{y} \, dx \rightarrow 0.$$  
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By combining (5.23) with the limits (5.28), (5.29), (5.34), (5.35), (5.36) and the definition (5.2), we can conclude that
\[
\limsup_{n \to \infty} \frac{1}{s_n} H_n = \frac{1}{2} \int_\Omega \| \gamma E_n \| a''(\gamma) (S'(\tilde{u}) h) \phi \cdot \nabla^2 \phi \cdot \nabla^2 \phi \, dx - \liminf_{n \to \infty} \frac{1}{s_n} \int_\Omega \partial_n (\{s_n\}, \{h_n\}) \nabla \tilde{y} \cdot \nabla \phi \, dx.
\]
Together with Corollary 5.5, this gives (iii).

5.3 SECOND-ORDER CONDITIONS

We now have everything at hand to prove the following two theorems that are the main results of the paper, providing no-gap second-order necessary and sufficient conditions in terms of the curvature functionals \(Q_s\), \(Q_t\), and \(Q_2\) defined in Section 5.1.

**Theorem 5.9 (second-order necessary optimality condition).** Let Assumptions (A1) to (A4) hold. Assume that \(\tilde{u}\) is a local optimal solution of (P) such that \(G'(\tilde{y}) \in L^p(\Omega)\) and \(\Sigma(\tilde{y}) < \infty\) for some \(p > N\) and \(\tilde{y} := S(\tilde{u})\). Then there exists an adjoint state \(\tilde{\phi} \in H^2(\Omega) \cap W^{1,\infty}(\Omega)\) that together with \(\tilde{u}, \tilde{y}\) satisfies (4.6) as well as
\[
(5.37) \quad Q_s(\tilde{u}, \tilde{y}, \tilde{\phi}; h, h) + Q_t(\tilde{u}, \tilde{y}, \tilde{\phi}; h, h) + Q_2(\tilde{u}, \tilde{y}, \tilde{\phi}; h) \geq 0 \quad \text{for all } h \in C(\mathcal{U}_{ad}; \tilde{u}).
\]

**Proof.** The existence of a \(\tilde{\phi} \in H^2(\Omega)\) satisfying (4.6) follows from Theorem 4.3, while the claimed regularity of \(\tilde{\phi}\) follows from Lemma 4.1. It remains to prove (5.37). To this end, let \(h \in C(\mathcal{U}_{ad}; \tilde{u})\) and \(\{s_n\} \in C_0^\infty\) be arbitrary but fixed. We only need to show that
\[
(5.38) \quad Q_s(\tilde{u}, \tilde{y}, \tilde{\phi}; h, h) + Q_t(\tilde{u}, \tilde{y}, \tilde{\phi}; h, h) + \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\phi}; \{s_n\}, h) \geq 0.
\]

In order to verify (5.38), we first see from the definition of \(\tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\phi}; \{s_n\}, h)\) that there exists a subsequence \(\{s_{n_k}\}\) satisfying
\[
(5.39) \quad \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\phi}; \{s_{n_k}\}, h) = \lim_{k \to \infty} \frac{1}{s_{n_k}} \int_\Omega \partial_n (\{s_{n_k}\}, \{h\}) \nabla \tilde{y} \cdot \nabla \tilde{\phi} \, dx.
\]

Since \(\mathcal{U}_{ad}\) is polyhedric, there are sequences \(\{h_m\} \subset L^2(\Omega), \{q_m\} \subset \mathcal{U}_{ad}, \text{ and } \{\lambda_m\} \subset (0, \infty)\) such that
\[
h_m \to h \quad \text{in } L^2(\Omega), \quad h_m = \frac{q_m - \bar{u}}{\lambda_m}, \quad \text{and } h_m \in \bar{d}^{-} \quad \text{for all } m \in \mathbb{N}.
\]

Since \(s_{n_k} \to 0^+ \text{ as } k \to \infty, \text{ a subsequence, denoted by } \{r_m\}, \text{ of } \{s_{n_k}\} \text{ exists such that } 0 < r_m \leq \lambda_m \text{ for all } m \in \mathbb{N}.\) This and the convexity of \(\mathcal{U}_{ad}\) yield that
\[
\tilde{u} + r_m h_m = \left(1 - \frac{r_m}{\lambda_m}\right) \bar{u} + \frac{r_m}{\lambda_m} q_m \in \mathcal{U}_{ad} \quad \text{for all } m \in \mathbb{N}.
\]

Since \(\tilde{u}\) is a local minimizer of (P), it holds that
\[
\frac{1}{r_m} \left(j(\tilde{u} + r_m h_m) - j(\tilde{u})\right) \geq 0
\]
for all \(m \in \mathbb{N}\) large enough. Taking the limit inferior and employing the fact that \(h_m \in \bar{d}^{-} \text{ and } h_m \to h \text{ in } L^2(\Omega),\) we obtain from Lemma 5.1 and Proposition 5.8 that
\[
Q_s(\tilde{u}, \tilde{y}, \tilde{\phi}; h, h) + Q_t(\tilde{u}, \tilde{y}, \tilde{\phi}; h, h) + \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\phi}; \{r_m\}, h) \geq 0.
\]
Moreover, we have \(\tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\phi}; \{r_m\}, h) = \tilde{Q}(\tilde{u}, \tilde{y}, \tilde{\phi}; \{s_{n_k}\}, h)\) as a result of (5.39) and the fact that \(\{r_m\}\) is a subsequence of \(\{s_{n_k}\}\). This finally gives (5.38). \qed
Theorem 5.10 (second-order sufficient optimality conditions). Let Assumptions (A1) to (A4) hold. Assume that \( \tilde{u} \) is a feasible point of \( (P) \) such that \( G'(\tilde{y}) \in L^p(\Omega) \) and \( \exists \gamma < \infty \) for some \( \tilde{p} > N \) and \( \tilde{y} := S(\tilde{u}) \). Assume further that there exists an adjoint state \( \tilde{\varphi} \in H^1_0(\Omega) \cap W^{1,\infty}(\Omega) \) that together with \( \tilde{u}, \tilde{y} \) satisfies the first-order optimality conditions (4.6) as well as
\[
Q_x(\tilde{u}, \tilde{y}, \tilde{\varphi}; h, h) + Q_1(\tilde{u}, \tilde{y}, \tilde{\varphi}; h, h) + Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi}; h) > 0 \quad \text{for all} \ h \in C(\mathcal{U}_{ad}; \tilde{u}) \setminus \{0\}.
\]

Then there exist constants \( c, \rho > 0 \) such that
\[
j(\tilde{u}) + c\|u - \tilde{u}\|_{L^2(\Omega)}^2 \leq j(u) \quad \text{for all} \ u \in \mathcal{U}_{ad} \cap \overline{B}_{L^2(\Omega)}(\tilde{u}, \rho).
\]

In particular, \( \tilde{u} \) is a strict local minimizer of \( (P) \).

Proof. We argue by contradiction. Assume that there exists a sequence \( \{u_n\} \subset \mathcal{U}_{ad} \) such that
\[
\|u_n - \tilde{u}\|_{L^2(\Omega)} < \frac{1}{n} \quad \text{and} \quad j(\tilde{u}) + \frac{1}{n}\|u_n - \tilde{u}\|_{L^2(\Omega)}^2 > j(u_n), \quad n \in \mathbb{N}.
\]

Setting \( s_n := \|u_n - \tilde{u}\|_{L^2(\Omega)} \) and \( h_n := u_n - \tilde{u} \), we have \( h_n \to 0 \) as \( n \to \infty \), \( h_n \in \mathcal{R} \Rightarrow (u_n) \to \tilde{u} \), and \( \|h_n\|_{L^2(\Omega)} \to 0 \) \( \forall h_n \in \mathcal{U}_{ad} \). Consequently, we have \( h \to h^n \) as \( n \to \infty \) and so \( h_n \to 0 \), \( h_n \in \mathcal{U}_{ad} \), \( h_n \in \mathcal{R} \Rightarrow (u_n) \to \tilde{u} \) as \( n \to \infty \). Furthermore, \( \|h_n\|_{L^2(\Omega)} \to 0 \) \( \forall h_n \in \mathcal{U}_{ad} \). Thus, \( \exists \tilde{h}_n \in \mathcal{U}_{ad} \) such that
\[
h_n = \tilde{h}_n \quad \text{as} \ n \to \infty.
\]

From (4.6b), we have
\[
j'(\tilde{u})h^{(n)} + o(h_n) \leq 0 \quad \text{as} \ n \to \infty.
\]

This, together with the last inequality in (5.42), implies, for \( n \) large enough, that
\[
j'(\tilde{u})(u_n - \tilde{u}) + o\|u_n - \tilde{u}\|_{L^2(\Omega)} < \frac{1}{n}\|u_n - \tilde{u}\|_{L^2(\Omega)}^2.
\]

Dividing the above inequality by \( s_n \) and then passing to the limit, we have \( j'(\tilde{u})h \leq 0 \). Furthermore, it follows from (4.6b) that \( j'(u)v \geq 0 \) for all \( v \in \mathcal{U}_{ad} \setminus \tilde{u} \), and thus for all \( v \in T(\mathcal{U}_{ad}; \tilde{u}) \). In particular, we have \( j'(h)v \geq 0 \) and thus \( j'(\tilde{u})h = 0 \). Hence, it holds that \( h \in \mathcal{A}_\mathcal{U}_{ad} \) and so \( h \in C(\mathcal{U}_{ad}; \tilde{u}) \).

We now obtain a contradiction and thus complete the proof. Indeed, from the last inequality in (5.42), we obtain
\[
\frac{1}{s_n^2} [j(u_n) - j(\tilde{u})] < \frac{1}{n^2}.
\]

Combining this with (4.6b), (5.1), and Lemma 5.1 yields that
\[
\frac{1}{n} > \frac{1}{s_n^2} \left\{ \int_0^1 (1 - s)G''(\tilde{y} + s(y_n - \tilde{y}))(y_n - \tilde{y})^2 \, ds + \frac{v}{2}s_n^2\|h_n\|_{L^2(\Omega)}^2 \right. \\
- \int_\Omega [a(y_n) - a(\tilde{y})] \nabla \tilde{\varphi} \cdot (\nabla y_n - \nabla \tilde{y}) \, dx \\
- \int_\Omega [a(y_n) - a(\tilde{y}) - 1_{\{y \neq E_n\}}a'(\tilde{y})(y_n - \tilde{y})] \nabla \tilde{\varphi} \cdot \nabla y \, dx \right\}
\]

with \( y_n := S(u_n) \). Taking the limit inferior, employing Proposition 5.8, and using that \( h_n \to h \) in \( L^2(\Omega) \), we arrive at
\[
0 \geq Q_x(\tilde{u}, \tilde{y}, \tilde{\varphi}; h, h) + Q_1(\tilde{u}, \tilde{y}, \tilde{\varphi}; h, h) + Q_2(\tilde{u}, \tilde{y}, \tilde{\varphi}; \{s_n\}, h) + \frac{v}{2}(1 - \|h\|_{L^2(\Omega)}^2).
\]
Consequently,

\begin{equation}
0 \geq Q_s(\bar{u}, \bar{y}, \bar{\varphi}; h, h) + Q_1(\bar{u}, \bar{y}, \bar{\varphi}; h, h) + Q_2(\bar{u}, \bar{y}, \bar{\varphi}; h) + \frac{\nu}{2}(1 - \|h\|^2_{L^2(\Omega)}).
\end{equation}

Since the norm in $L^2(\Omega)$ is weakly lower semicontinuous, there holds $\|h\|^2_{L^2(\Omega)} \leq 1$ by definition of $h_n$. From this, (5.43), and (5.40), we have $h = 0$. Inserting $h = 0$ into (5.43) and exploiting the fact that $Q_2(\bar{u}, \bar{y}, \bar{\varphi}; 0) = 0$ yields that $0 \geq \frac{\nu}{2} > 0$, which is impossible. \hfill \Box

We finish this section by providing another version of the sufficient second-order optimality conditions that are equivalent to (5.40) and could be useful for estimating discretization errors in finite element approximations. The proof of the next result is partly based on [11, Thm. 4.4] with some modifications.

**Proposition 5.11.** Let Assumptions (A1) to (A4) hold. Assume that $\bar{u}$ is a feasible point of (P) such that $G'(\bar{y}) \in L^p(\Omega)$ and $\Sigma(\bar{y}) < \infty$ for some $p > N$ and $\bar{y} := S(\bar{u})$. Assume further that there exists an adjoint state $\bar{\varphi} \in H^1_0(\Omega) \cap W^{1,\infty}(\Omega)$ that together with $\bar{u}, \bar{y}$ satisfies (4.6). Then, (5.40) holds if and only if there exist constants $c_0, \tau > 0$ such that

\begin{equation}
Q_s(\bar{u}, \bar{y}, \bar{\varphi}; h, h) + Q_1(\bar{u}, \bar{y}, \bar{\varphi}; h, h) + Q_2(\bar{u}, \bar{y}, \bar{\varphi}; h) \geq c_0\|h\|^2_{L^2(\Omega)} \quad \text{for all } h \in C^*(U_{ad}; \bar{u})
\end{equation}

for

$$
C^*(U_{ad}; \bar{u}) := \left\{ h \in L^2(\Omega) : \begin{array}{l}
\|h\|^2_{L^2(\Omega)} \geq 0 \\
h(x) \leq 0 \quad \text{if } \bar{u}(x) = \alpha(x) \\
= 0 \quad \text{if } |\bar{d}(x)| > \tau
\end{array} \right\}.
$$

**Proof.** Since the inclusion $C(U_{ad}; \bar{u}) \subset C^*(U_{ad}; \bar{u})$ holds, the inequality (5.40) is a direct consequence of (5.44). We thus only need to prove the implication "(5.40) $\Rightarrow$ (5.44)". To this end, assume that (5.44) is not fulfilled. Then, for any $n \in \mathbb{N}$, there exists $v_n \in C^{1/n}(U_{ad}; \bar{u})$ such that

$$
Q_s(\bar{u}, \bar{y}, \bar{\varphi}; v_n, v_n) + Q_1(\bar{u}, \bar{y}, \bar{\varphi}; v_n, v_n) + Q_2(\bar{u}, \bar{y}, \bar{\varphi}; v_n) < \frac{1}{n}\|v_n\|^2_{L^2(\Omega)}.
$$

Dividing this inequality by $\|v_n\|^2_{L^2(\Omega)}$, using the positive homogeneity of $(Q_s + Q_1)(\bar{u}, \bar{y}, \bar{\varphi}; \cdot, \cdot)$ as well as (5.3), and setting $h_n := \frac{v_n}{\|v_n\|_{L^2(\Omega)}}$, we have that $h_n \in C^{1/n}(U_{ad}; \bar{u})$, $\|h_n\|_{L^2(\Omega)} = 1$ and

\begin{equation}
Q_s(\bar{u}, \bar{y}, \bar{\varphi}; h_n, h_n) + Q_1(\bar{u}, \bar{y}, \bar{\varphi}; h_n, h_n) + Q_2(\bar{u}, \bar{y}, \bar{\varphi}; h_n) < \frac{1}{n}.
\end{equation}

Since $\{h_n\}$ is bounded in $L^2(\Omega)$, there exists a subsequence, denoted in the same way, such that $h_n \rightharpoonup h$ in $L^2(\Omega)$ for some $h \in L^2(\Omega)$. Obviously, it holds that $h \in C(U_{ad}; \bar{u})$. The compact embedding $L^2(\Omega) \subset W^{-1,p}(\Omega)$ for any $p \in (N, 6)$ implies that $h_n \rightharpoonup h$ in $W^{-1,p}(\Omega)$. Thus, we have $S'(\bar{u})h_n \rightharpoonup S'(\bar{u})h$ in $W_0^{1,p}(\Omega)$ and so in $H^1_0(\Omega) \cap C(\Omega)$. From this, the weak lower semicontinuity of the norm in $L^2(\Omega)$, the estimate (5.45), the definition of $Q_s$ and $Q_1$ and the weak lower semicontinuity of $Q_2(\bar{u}, \bar{y}, \bar{\varphi}; \cdot)$ from Proposition 5.6 we deduce that

\begin{equation}
(Q_s + Q_1)(\bar{u}, \bar{y}, \bar{\varphi}; h, h) + Q_2(\bar{u}, \bar{y}, \bar{\varphi}; h) \leq \liminf_{n \to \infty} (Q_s + Q_1)(\bar{u}, \bar{y}, \bar{\varphi}; h_n, h_n) + \liminf_{n \to \infty} Q_2(\bar{u}, \bar{y}, \bar{\varphi}; h_n)
\end{equation}

\begin{equation}
\leq \liminf_{n \to \infty} \{ (Q_s + Q_1)(\bar{u}, \bar{y}, \bar{\varphi}; h_n, h_n) + Q_2(\bar{u}, \bar{y}, \bar{\varphi}; h_n) \}
\end{equation}

\begin{equation}
\leq 0.
\end{equation}
From this and (5.40), it holds that \( h = 0 \). Again, we see from the definition of \( Q_s \) and \( Q_1 \) and the fact that \( \| h_n \|_{L^2(\Omega)} = 1 \) that

\[
(Q_s + Q_1)(\hat{u}, \hat{y}, \hat{\varphi}; h_n, h_n) = \frac{1}{2} G''(\hat{y})(S'(\hat{u})h_n)^2 + \frac{\nu}{2} \int_{\Omega} a'(\hat{y}; S'(\hat{u})h_n) \nabla(S'(\hat{u})h_n) \cdot \nabla \varphi \, dx
- \frac{1}{2} \int_{\Omega} l_{\{\hat{y} \notin E_u\}} a''(\hat{y})(S'(\hat{u})h_n)^2 \nabla \varphi \cdot \nabla \varphi \, dx.
\]

Combining this with the fact that \( \nabla(S'(\hat{u})h_n) \to 0 \) in \( L^p(\Omega)^N \) and \( S'(\hat{u})h_n \to 0 \) in \( C(\overline{\Omega}) \cap H^1_0(\Omega) \), we can conclude from the dominated convergence theorem and \textbf{Assumption (A4)} that

\[
\frac{\nu}{2} = \lim_{n \to \infty} (Q_s + Q_1)(\hat{u}, \hat{y}, \hat{\varphi}; h_n, h_n) \leq \limsup_{n \to \infty} [-Q_s(\hat{u}, \hat{y}, \hat{\varphi}; h_n)]
\leq \Sigma(\hat{y}) \| \nabla \varphi \|_{L^p(\Omega)} \lim_{n \to \infty} \| S'(\hat{u})h_n \|^2_{L^p(\Omega)} = 0,
\]

where we have used the limit (5.46) and \textbf{Lemma 5.7} to obtain the last two estimates. This gives the desired contradiction and completes the proof. \( \square \)

\section{6 CONCLUSIONS}

We have derived second-order optimality conditions for an optimal control problem governed by a quasilinear elliptic differential equation with a countably \( PC^2 \) coefficient. Showing that the control-to-state operator is in fact Fréchet differentiable (but in general not twice differentiable) allows using a second-order Taylor-type expansion to formulate necessary and sufficient conditions in terms of a new curvature functional related to the jump of the first derivatives of the non-smooth coefficients in critical points. These are no-gap conditions in the sense that the only difference between necessary and sufficient conditions lies in the fact that the inequality in the latter is strict. Furthermore, an equivalent formulation of the second-order sufficient optimality condition that could be used for discretization error estimates is also derived. Such estimates will be studied in a follow-up work.

\section*{APPENDIX A REGULARITY OF A QUASILINEAR EQUATION ON CONVEX DOMAINS}

\textbf{Lemma A.1.} Let \textbf{Assumptions (A1) to (A3)} hold and \( q > N \). If \( y_u \in W^{1,2q}_0(\Omega) \) is the unique solution to

\[
\begin{aligned}
-\text{div}[(b + a(y_u)) \nabla y_u] &= u \quad \text{in } \Omega, \\
y_u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

with \( u \in L^q(\Omega) \) and satisfies \( \| y_u \|_{C(\overline{\Omega})} \leq M \) for some \( M > 0 \), then \( y_u \in H^2(\Omega) \cap W^{1,\infty}(\Omega) \) and

\[
\| y_u \|_{H^2(\Omega)} + \| y_u \|_{W^{1,\infty}(\Omega)} \leq C \left( q, M, \| u \|_{L^q(\Omega)}, \| y_u \|_{W^{1,2q}_0(\Omega)} \right).
\]

\textbf{Proof.} Define the function

\[
a^M : \mathbb{R} \to \mathbb{R}, \quad a^M(t) := \begin{cases} a(t) & \text{if } |t| \leq 2M, \\ a(2M) & \text{if } t > 2M, \\ a(-2M) & \text{if } t < -2M. \end{cases}
\]

Obviously, \( a^M \) is a \( PC^1 \)-function and \( \nabla a^M \in L^\infty(\mathbb{R})^N \). By the chain rule (see, e.g., [21, Thm. 7.8]), it holds that

\[
\frac{\partial a(y_u)}{\partial x_1} = \frac{\partial a^M(y_u)}{\partial x_1} = \mathbb{g}_{\{y_u \notin E_u\}} a'(y_u) \frac{\partial y_u}{\partial x_1}.
\]
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Moreover, by employing Assumption (A3), we deduce that \( \|1 \{ y_{u} \in E_u \} a'(y_{u}) \| \leq C_M \) for almost every \( x \in \Omega \) and for some constant \( C_M > 0 \). Consider now the equation

\[
\begin{align*}
-\Delta \tilde{y} &= \frac{1}{b + a(y_u)} \left[ u + \nabla b \cdot \nabla y_u + 1 \{ y_{u} \in E_u \} a'(y_u) |\nabla y_u|^2 \right] \quad \text{in } \Omega, \\
\tilde{y} &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

(A.3)

Since the right-hand side of (A.3) belongs to \( L^q(\Omega) \) for \( q > N \geq 2 \), it holds that \( \tilde{y} \in H^2(\Omega) \) according to [22, Thm. 3.2.1.2]. Furthermore, we have from the fact that \( b(x) \geq \bar{b} > 0 \) for all \( x \in \Omega \) and the non-negativity of \( a \) that

\[
\begin{align*}
\|\Delta \tilde{y}\|_{L^q(\Omega)} &\leq \frac{1}{\bar{b}} \left[ \|u\|_{L^q(\Omega)} + \|\nabla b \cdot \nabla y_u\|_{L^q(\Omega)} + \|1 \{ y_{u} \in E_u \} a'(y_u) |\nabla y_u|^2\|_{L^q(\Omega)} \right] \\
&\leq \frac{1}{\bar{b}} \left[ \|u\|_{L^q(\Omega)} + L_b \|\nabla y_u\|_{L^q(\Omega)} + C_M \|\nabla y_u\|_{L^q(\Omega)}^2 \right].
\end{align*}
\]

From this, Assumption (A1), and the global boundedness of the gradient of solutions to Poisson’s equation (see, e.g. [17, Thm. 3.1, Rem. 3], [26, 35]), it follows that \( \tilde{y} \in W^{1,\infty}(\Omega) \) and

\[
\|\nabla \tilde{y}\|_{L^\infty(\Omega)} \leq C \|\Delta \tilde{y}\|_{L^q(\Omega)}.
\]

It is therefore sufficient to prove that \( \tilde{y} = y_u \). To this end, taking any \( \phi \in H_0^1(\Omega) \) yields that \( (b+a(y_u))\phi \in H_0^1(\Omega) \). Testing (A.3) by \( (b+a(y_u))\phi \), a straightforward computation shows that

\[
\int \Omega (\nabla \tilde{y} - \nabla y_u) \cdot \nabla (b+a(y_u)) \phi + (b+a(y_u)) \nabla \phi \cdot \nabla \tilde{y} \, dx = \int \Omega u \phi \, dx.
\]

Now testing (A.1) by \( \phi \) and then subtracting the obtained identity from the above equality, we obtain

\[
\int \Omega (\nabla \tilde{y} - \nabla y_u) \cdot \nabla [(b+a(y_u))\phi] \, dx = 0.
\]

Choosing \( \phi := \frac{1}{b+a(y_u)} (\tilde{y} - y_u) \in H_0^1(\Omega) \) then yields \( \tilde{y} = y_u \). \( \square \)

**APPENDIX B** **DERIVATION OF JUMP FUNCTIONALS**

In this appendix, we verify the expression for \( \Sigma(y) \) in Examples 5.2 and 5.3.

First, for Example 5.2 we have

\[
I^+_y = \{ i \in I : 0 \leq t_i \leq \frac{1}{2^r} \} \quad \text{and} \quad \nabla y = 1_{\{x_1^2+x_2^2<1/2\}} \left( \frac{1}{2} - x_1^2 - x_2^2 \right) x \in \{ -2sx_1, -2sx_2 \}.
\]

We now consider the following cases:

(i) For any \( t_i \in (0, 1/2^r) \) and any sufficiently small \( r > 0 \) such that \( (t_i - r, t_i + r) \subset (0, 1/2^r) \), it follows by a simple calculation that

\[
\{ |y - t_i| < r, \partial_y y > 0 \} = \left\{ -\sqrt{\frac{1}{2} - x_2^2} - (t_i - r)^{1/s} < x_1 < -\sqrt{\frac{1}{2} - x_2^2} - (t_i + r)^{1/s}, |x_2| \leq \sqrt{\frac{1}{2} - (t_i + r)^{1/s}} \right\} \cup \left\{ -\sqrt{\frac{1}{2} - x_2^2} - (t_i - r)^{1/s} < x_1 < 0, \sqrt{\frac{1}{2} - (t_i + r)^{1/s}} \leq |x_2| \leq \sqrt{\frac{1}{2} - (t_i - r)^{1/s}} \right\}.
\]
We then have
\[ \int_\Omega 1 \{ |y - t_i| < r, \partial y > 0 \} |\partial x, y| \ dx \]
\[ = 4r \sqrt{\frac{1}{2} - (t_i + r)^{1/s}} + 2 \int \sqrt{\frac{1}{2} - (t_i + r)^{1/s}} \left( \left( \frac{1}{2} - x_2^2 \right)^s - (t_i - r) \right) \ dx. \]

A simple calculation then gives
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - t_i| < r, \partial y > 0 \} |\partial x, y| \ dx = 4 \sqrt{\frac{1}{2} - t_i^{1/s}}. \]

Similarly, there hold
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - t_i| < r, \partial y < 0 \} |\partial x, y| \ dx = 4 \sqrt{\frac{1}{2} - t_i^{1/s}}, \]
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - t_i| < r, \partial x > 0 \} |\partial x, y| \ dx = 4 \sqrt{\frac{1}{2} - t_i^{1/s}}, \]
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - t_i| < r, \partial x < 0 \} |\partial x, y| \ dx = 4 \sqrt{\frac{1}{2} - t_i^{1/s}}. \]

Adding these limits then yields
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - t_i| < r \} \left( |\partial x, y| + |\partial x, y| \right) \ dx = 16 \sqrt{\frac{1}{2} - t_i^{1/s}}. \]

(ii) For \( t_i = 0 \) and for any \( r > 0 \) such that \( r < 1/2^s \), we obtain
\[ \{ 0 < |y - 0| < r, \partial x, y > 0 \} = \{ 0 < y < r, \partial x, y > 0 \} \]
\[ = \left\{ -\sqrt{\frac{1}{2} - x_2^2} < x_1 < -\sqrt{\frac{1}{2} - x_2^2} - r^{1/s}, |x_2| \leq \sqrt{\frac{1}{2} - r^{1/s}} \right\} \]
\[ \cup \left\{ -\sqrt{\frac{1}{2} - x_2^2} < x_1 < 0, \sqrt{\frac{1}{2} - r^{1/s}} \leq |x_2| \leq \frac{1}{2} \right\}, \]
which gives
\[ \int_\Omega 1 \{ |y - 0| < r, \partial x, y > 0 \} |\partial y| \ dx = 2r \sqrt{\frac{1}{2} - r^{1/s}} + 2 \int \sqrt{\frac{1}{2} - r^{1/s}} \left( \frac{1}{2} - x_2^2 \right)^s \ dx. \]

By a similar argument as above, we arrive at
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - 0| < r \} \left( |\partial x, y| + |\partial y| \right) \ dx = 8 \sqrt{\frac{1}{2}}. \]

(iii) For \( t_i = 1/2^s \), we similarly deduce that
\[ \int_\Omega 1 \{ |y - 1/2^s| < r, \partial x, y > 0 \} |\partial y| \ dx = \int \sqrt{\frac{1}{2} - (\frac{1}{2} - r)^{1/s}} \left( \frac{1}{2} - x_2^2 \right)^s - \frac{1}{2^s} + r \ dx \]
and thus that
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - 1/2^s| < r, \partial x, y > 0 \} |\partial y| \ dx = 0, \]
from which we obtain as before that
\[ \lim_{r \to 0^+} \frac{1}{r} \int_\Omega 1 \{ |y - 1/2^s| < r \} \left( |\partial x, y| + |\partial y| \right) \ dx = 0. \]
We now verify the expression for $\Sigma(y)$ in Example 5.3. Here, we have

$$I_r^+ = \{ i \in I : 0 \leq t_i \leq 1 \} \quad \text{and} \quad \nabla y = (\pi \cos \pi x_1 \sin \pi x_2, \pi \sin \pi x_1 \cos \pi x_2) .$$

We distinguish the following cases:

(i) For any $t_i \in (0, 1)$ and any sufficiently small $r > 0$ satisfying $(t_i - r, t_i + r) \subset (0, 1)$, a simple computation shows that

$$\{ |y - t_i| < r, \partial_{x_1} y > 0 \} = \left\{ \frac{1}{\pi} \arcsin \frac{t_i - r}{\sin \pi x_2} < x_1 < \frac{1}{\pi} \arcsin \frac{t_i + r}{\sin \pi x_2}, \arcsin(t_i + r) < x_2 < 1 - \frac{1}{\pi} \arcsin(t_i + r) \right\} \cup \left\{ \frac{1}{\pi} \arcsin \frac{t_i - r}{\sin \pi x_2} < x_1 < \frac{1}{\pi} \arcsin \frac{t_i + r}{\sin \pi x_2}, \arcsin(t_i - r) < x_2 < 1 - \frac{1}{\pi} \arcsin(t_i - r) \right\} .$$

We thus obtain

$$\int_\Omega \mathbb{I}_{\{ |y - t_i| < r, \partial_{x_1} y > 0 \}} |\partial_{x_1} y| \, dx = -\frac{2}{\pi} \left[ \cos(\arcsin(t_i + r)) - \cos(\arcsin(t_i - r)) \right] - \frac{2}{\pi} (t_i - r) \left[ \arcsin(t_i + r) - \arcsin(t_i - r) \right] + 2r \left( 1 - \frac{2}{\pi} \arcsin(t_i + r) \right) .$$

Applying L'Hospital's rule yields

$$\lim_{r \to 0^+} \frac{1}{r} \int_\Omega \mathbb{I}_{\{ |y - t_i| < r, \partial_{x_1} y > 0 \}} |\partial_{x_1} y| \, dx = 2 \left( 1 - \frac{2}{\pi} \arcsin t_i \right) .$$

Similarly, there hold

$$\lim_{r \to 0^+} \frac{1}{r} \int_\Omega \mathbb{I}_{\{ |y - t_i| < r, \partial_{x_1} y < 0 \}} |\partial_{x_1} y| \, dx = 2 \left( 1 - \frac{2}{\pi} \arcsin t_i \right) ,$$

$$\lim_{r \to 0^+} \frac{1}{r} \int_\Omega \mathbb{I}_{\{ |y - t_i| < r, \partial_{x_2} y > 0 \}} |\partial_{x_2} y| \, dx = 2 \left( 1 - \frac{2}{\pi} \arcsin t_i \right) ,$$

$$\lim_{r \to 0^+} \frac{1}{r} \int_\Omega \mathbb{I}_{\{ |y - t_i| < r, \partial_{x_2} y < 0 \}} |\partial_{x_2} y| \, dx = 2 \left( 1 - \frac{2}{\pi} \arcsin t_i \right) .$$

By adding these four limits, we have

$$\lim_{r \to 0^+} \frac{1}{r} \int_\Omega \mathbb{I}_{\{ |y - t_i| < r \}} \left[ |\partial_{x_1} y| + |\partial_{x_2} y| \right] \, dx = 2 \left( 1 - \frac{2}{\pi} \arcsin t_i \right) .$$

(ii) For $t_i = 0$ and for any $r \in (0, 1)$ sufficiently small, we see from a straightforward calculation that

$$\{ |y - 0| < r, \partial_{x_1} y > 0 \} = \left\{ 0 < x_1 < \frac{1}{\pi} \arcsin \frac{r}{\sin \pi x_2} < x_2 < 1 - \frac{1}{\pi} \arcsin r \right\} \cup \left\{ 0 < x_1 < \frac{1}{\pi} \arcsin \frac{r}{\sin \pi x_2} < x_2 < 1 - \frac{1}{\pi} \arcsin r \right\} \cup \left\{ 0 < x_1 < 1, 0 < x_2 < \frac{1}{\pi} \arcsin r \right\} \cup \left\{ 0 < x_1 < \frac{1}{\pi} \arcsin \frac{r}{\sin \pi x_2} < x_2 < 1 \right\} .$$

Consequently, it holds that

$$\int_\Omega \mathbb{I}_{\{ |y - 0| < r, \partial_{x_1} y > 0 \}} |\partial_{x_1} y| \, dx = -\frac{2}{\pi} \left[ \cos(\arcsin r) - 1 \right] + r \left( 1 - \frac{2}{\pi} \arcsin r \right) .$$
Using L’Hospital’s rule gives
\[
\lim_{r \to 0^+} \frac{1}{r} \int_{\Omega} 1_{\{y-\Omega | < r, \partial_1 y > 0 \}} |\partial_1 y| \, dx = 1.
\]

Similarly, we can conclude that
\[
\lim_{r \to 0^+} \frac{1}{r} \int_{\Omega} 1_{\{y-\Omega | < r \}} \left[ |\partial_1 y| + |\partial_2 y| \right] \, dx = 4.
\]

(iii) For \( t_1 = 1 \) and for any \( r > 0 \) such that \( r \in (0, 1) \), we have
\[
\{ |y-1| < r, \partial_1 y > 0 \} = \left\{ \frac{1}{\pi} \arcsin \frac{1-r}{\sin \pi x} < x_1 < \frac{1}{2}, \frac{1}{\pi} \arcsin (1-r) < x_2 < 1 - \frac{1}{\pi} \arcsin (1-r) \right\}.
\]

It therefore holds that
\[
\int_{\Omega} 1_{\{y-\Omega | < r, \partial_1 y > 0 \}} |\partial_1 y| \, dx = \frac{2}{\pi} \left[ \cos (\arcsin (1-r)) + (1-r) \arcsin (1-r) \right] + r - 1.
\]

Again, using L’Hospital’s rule gives
\[
\lim_{r \to 0^+} \frac{1}{r} \int_{\Omega} 1_{\{y-\Omega | < r, \partial_1 y > 0 \}} |\partial_1 y| \, dx = 0.
\]

Similarly, we can deduce that
\[
\lim_{r \to 0^+} \frac{1}{r} \int_{\Omega} 1_{\{y-\Omega | < r \}} \left[ |\partial_1 y| + |\partial_2 y| \right] \, dx = 0.
\]
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