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Optimal control problems in measure spaces governed by elliptic equations are considered for distributed and Neumann boundary control, which are known to promote sparse solutions. Optimality conditions are derived and some of the structural properties of their solutions, in particular sparsity, are discussed. A framework for their approximation is proposed which is efficient for numerical computations and for which we prove convergence and provide error estimates.

1 INTRODUCTION

This paper is dedicated to the approximation of the optimal control problem

\[
(P) \quad \min_{u \in M(\Omega)} J(u) = \frac{1}{2} \| y - y_d \|_{L^2(\Omega)}^2 + \alpha \|u\|_{M(\Omega)},
\]

where \( y \) is the unique solution to the Dirichlet problem

\[
\begin{aligned}
-\Delta y + c_0 y &= u & \text{in } \Omega, \\
y &= 0 & \text{on } \Gamma,
\end{aligned}
\]
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with \(c_0 \in L^\infty(\Omega)\) and \(c_0 \geq 0\). We assume that \(\alpha > 0\), \(y_d \in L^2(\Omega)\) and \(\Omega\) is a bounded domain in \(\mathbb{R}^n\), \(n = 2\) or \(3\), which is supposed to either be convex or have a \(C^{1,1}\) boundary \(\Gamma\). The controls are taken in the space of regular Borel measures \(\mathcal{M}(\Omega)\). As usual, \(\mathcal{M}(\Omega)\) is identified by the Riesz theorem with the dual space of \(C^0(\bar{\Omega})\) – consisting of the continuous functions in \(\bar{\Omega}\) vanishing on \(\Gamma\) – endowed with the norm

\[ \|u\|_{\mathcal{M}(\Omega)} = \sup_{\|z\|_{C^0(\bar{\Omega})} \leq 1} \langle u, z \rangle = \sup_{\|z\|_{C^0(\bar{\Omega})} \leq 1} \int_{\Omega} z(x) \, du, \]

which is equivalent to the total variation of \(u\).

It has been observed that the use of measures leads to optimal controls which are sparse. This is relevant for many applications in distributed parameter control; see [6]. Moreover, the support of the optimal control provides information on the optimal placements of control actuators. Formally, the same features can be achieved by using \(L^1(\Omega)\) control cost. In this case, however, the optimal control problem is not well-posed in the sense of a possible lack of existence of a minimizer due to the fact that \(L^1(\Omega)\) does not allow an appropriate topology for compactness arguments. Other techniques have been used to overcome this difficulty, including the use of regularization techniques or the introduction of control constraints; see, for instance, [4], [15], [16].

The focus of this paper is to give an approximation framework which, in spite of the difficulties due to the presence of measures, leads to implementable schemes for which a priori error estimates can be provided. We show that the optimal control measure can be approximated efficiently by a linear combination of Dirac measures. This is important for practical applications because it provides a way of controlling a distributed system by finitely many point actuators, giving information on where they have to be placed. A similar framework in the context of inverse problems was considered in [1].

The plan of the paper is as follows. In the next section we provide optimality conditions for (P) and derive some properties of the solution, in particular sparsity and actuator location. In §3, we introduce the approximation framework and prove convergence of the discretized problems to the continuous one. Rate of convergence results are provided in §4. In §5 we show that analogous results can also be obtained for Neumann control problems. Finally, the last section is devoted to numerical test problems.

## 2 Optimality Conditions

Before establishing the optimality conditions for problem (P) and deducing some consequences from them, let us observe some important facts. First, given a measure \(u \in \mathcal{M}(\Omega)\), we say that \(y\) is a solution to (1.1) if

\[ \int_{\Omega} yAz \, dx = \int_{\Omega} z \, du \quad \text{for all } z \in H^2(\Omega) \cap H^1_0(\Omega), \]
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where $\mathcal{A} = -\Delta + c_0 I$. It is well known, see for instance [3], that there exists a unique solution to (1.1) in the sense of (2.1). Moreover, $y \in W^{1,p}_0(\Omega)$ for every $1 \leq p < \frac{n}{n-1}$ and

\begin{equation}
\|y\|_{W^{1,p}_0(\Omega)} \leq C_p \|u\|_{\mathcal{M}(\Omega)}.
\end{equation}

Since $W^{1,p}_0(\Omega) \subset L^2(\Omega)$ for every $\frac{2n}{n+2} \leq p < \frac{n}{n-1}$, the cost functional is well defined on $\mathcal{M}(\Omega)$. Furthermore, the control-to-state mapping is injective, and therefore the cost functional $J$ is strictly convex. Then, it can be obtained by the standard approach that (P) has a unique solution; see [6] for details. Hereafter, this optimal solution will be denoted by $\bar{u}$ with an associated state $\bar{y}$. By using subdifferential calculus of convex functions and introducing the adjoint state we get the following results (see also [6, 7]).

**Theorem 2.1.** There exists a unique element $\bar{\phi} \in H^2(\Omega) \cap H^1_0(\Omega)$ satisfying

\begin{align*}
\begin{cases}
-\Delta \bar{\phi} + c_0 \bar{\phi} &= \bar{y} - y_d \quad \text{in } \Omega, \\
\bar{\phi} &= 0 \quad \text{on } \Gamma,
\end{cases}
\end{align*}

such that

\begin{align}
\alpha \|\bar{u}\|_{\mathcal{M}(\Omega)} + \int_{\Omega} \bar{\phi} \, d\bar{u} &= 0, \\
\|\bar{\phi}\|_{C_0(\Omega)} &= \alpha \quad \text{if } \bar{u} \neq 0, \\
&\leq \alpha \quad \text{if } \bar{u} = 0.
\end{align}

**Proof.** By standard arguments from Lagrange multiplier theory and the Sobolev embedding theorem, we deduce the existence of a $\lambda \in C_0(\Omega)$ with

\begin{equation}
\lambda \in \partial \|\cdot\|_{\mathcal{M}(\Omega)}(\bar{u}) \quad \text{and} \quad \alpha \lambda = -\bar{\phi}.
\end{equation}

By the definition of the convex subdifferential, the first inclusion is equivalent to

\begin{equation}
\langle \lambda, u - \bar{u} \rangle + \|\bar{u}\|_{\mathcal{M}(\Omega)} \leq \|u\|_{\mathcal{M}(\Omega)}
\end{equation}

for all $u \in \mathcal{M}(\Omega)$. Taking $u = 2\bar{u}$ and $u = 0$, respectively, we obtain the two inequalities

$\langle \lambda, \bar{u} \rangle \leq \|\bar{u}\|_{\mathcal{M}(\Omega)} \leq \langle \lambda, \bar{u} \rangle$

and hence (2.3) by the second relation of (2.5). Inserting (2.3) and $\lambda = -\frac{1}{\alpha} \bar{\phi}$ into (2.6) yields

$\langle \bar{\phi}, u \rangle \leq \alpha \|u\|_{\mathcal{M}(\Omega)},$

which implies (2.4). \qed
As pointed out in [6], if we consider the Jordan decomposition of \( \tilde{u} = \tilde{u}^+ - \tilde{u}^- \), then we deduce from (2.3) and (2.4) that

\[
\begin{align*}
\text{supp}(\tilde{u}^+) &\subset \{ x \in \Omega : \tilde{\phi}(x) = -\alpha \}, \\
\text{supp}(\tilde{u}^-) &\subset \{ x \in \Omega : \tilde{\phi}(x) = +\alpha \}.
\end{align*}
\]  

From (2.7) we note that \( \tilde{u} \equiv 0 \) on the set \( \{ x \in \Omega : |\tilde{\phi}(x)| < \alpha \} \). As the numerical results will show, the set \( \{ x \in \Omega : |\tilde{\phi}(x)| = \alpha \} \) is small, which yields the sparsity of \( \tilde{u} \). Moreover, we have the following property for the penalty parameter.

**Proposition 2.2.** There exists \( \bar{\alpha} > 0 \) such that \( \tilde{u} = 0 \) for every \( \alpha > \bar{\alpha} \).

**Proof.** Let us denote by \( J_\alpha \) the cost functional associated to the parameter \( \alpha \). Similarly, let \((u_\alpha, y_\alpha, \phi_\alpha)\) denote the solution to the corresponding optimality system. For each \( \alpha > 0 \) the following inequalities hold

\[
\frac{1}{2} \| y_\alpha - y_d \|_{L^2(\Omega)}^2 \leq J_\alpha(u_\alpha) \leq J_\alpha(0) = \frac{1}{2} \| y_d \|_{L^2(\Omega)}^2.
\]

Consequently,

\[
\| y_\alpha - y_d \|_{L^2(\Omega)} \leq \| y_d \|_{L^2(\Omega)} \quad \forall \alpha > 0.
\]

From the adjoint state equation and the embedding of \( H^2(\Omega) \cap H^1_0(\Omega) \hookrightarrow C_0(\Omega) \), we deduce the existence of a constant \( C > 0 \) such that

\[
\| \phi_\alpha \|_{C_0(\Omega)} \leq C \| y_\alpha - y_d \|_{L^2(\Omega)} \leq C \| y_d \|_{L^2(\Omega)}.
\]

Setting \( \bar{\alpha} = C \| y_d \|_{L^2(\Omega)} \), we obtain from the above inequality and (2.4) that \( u_\alpha = 0 \) for every \( \alpha > \bar{\alpha} \).

In the case where we consider the observation of the state only in a subset \( \omega_y \subset \Omega \), then we have the following property of the support of the optimal control.

**Proposition 2.3.** Let \( \omega_y \) be an open subset of \( \Omega \) such that \( \Omega \setminus \omega_y \) is connected and consider the functional

\[
J_{\omega_y}(u) = \frac{1}{2} \| y - y_d \|_{L^2(\omega_y)}^2 + \alpha \| u \|_{M(\Omega)}.
\]

Then the associated optimal control \( \hat{u} \) satisfies \( \text{supp}(\hat{u}) \subset \bar{\omega}_y \).

**Proof.** For the functional under consideration, the adjoint state equation is given by

\[
\begin{align*}
-\Delta \hat{\phi} + c_0 \hat{\phi} &= (\hat{y} - y_d) \chi_{\omega_y} \quad \text{in } \Omega, \\
\hat{\phi} &= 0 \quad \text{on } \Gamma,
\end{align*}
\]

where \( \chi_{\omega_y} \) is the indicator function of \( \omega_y \). Applying the maximum principle to the problem

\[
\begin{align*}
-\Delta \hat{\phi} + c_0 \hat{\phi} &= 0 \quad \text{in } \Omega \setminus \omega_y, \\
\hat{\phi} &= 0 \quad \text{on } \Gamma,
\end{align*}
\]
we deduce that \( \bar{\phi} \) is identically zero in \( \Omega \setminus \bar{\omega}_y \) or

\[
\min_{x' \in \partial \omega_y} \bar{\phi}(x') < \bar{\phi}(x) < \max_{x' \in \partial \omega_y} \bar{\phi}(x') \quad \forall x \in \Omega \setminus \bar{\omega}_y.
\]

In both cases the equality (2.4) can only be achieved in \( \bar{\omega}_y \), therefore (2.7) implies the claim of the proposition.

Let us close this section by pointing out that the results of our paper can also be adapted to the situation where the control domain is a priori restricted to a strict subdomain \( \omega_u \) of \( \Omega \), and the controls are restricted to be non-negative (cf. [7]).

3 APPROXIMATION FRAMEWORK

In this section \( \Omega \) will be assumed to be convex. We consider a nodal basis finite element approximation of (P). Associated with a parameter \( h \) we consider a family of triangulations \( \{T_h\}_{h>0} \) of \( \hat{\Omega} \). To every element \( T \in T_h \) we assign two parameters \( \rho(T) \) and \( \sigma(T) \), where \( \rho(T) \) denotes the diameter of \( T \) and \( \sigma(T) \) is the diameter of the biggest ball contained in \( T \). The size of the grid is given by \( h = \max_{T \in T_h} \rho(T) \). The following usual regularity assumptions on the triangulation are assumed.

(i) There exist two positive constants \( \rho \) and \( \sigma \) such that

\[
\frac{\rho(T)}{\sigma(T)} \leq \sigma \quad \text{and} \quad \frac{h}{\rho(T)} \leq \rho
\]

hold for every \( T \in T_h \) and all \( h > 0 \).

(ii) Let us set \( \bar{\Omega}_h = \bigcup_{T \in T_h} T \) with \( \Omega_h \) and \( \Gamma_h \) its interior and boundary respectively. We assume that the vertices of \( T_h \) placed on the boundary \( \Gamma_h \) are also points of \( \Gamma \). From [13, inequality (5.2.19)] we know

\[
|\Omega \setminus \Omega_h| \leq Ch^2,
\]

where \( |\cdot| \) denotes the Lebesgue measure.

Associated to these triangulations we define the space

\[
Y_h = \{y_h \in C_0(\Omega) : y_h|_T \in P_1 \text{ for every } T \in T_h, \text{ and } y_h = 0 \text{ in } \hat{\Omega} \setminus \Omega_h \},
\]

where \( P_1 \) is the space formed by the polynomials of degree less than or equal to one. For every \( u \in M(\Omega) \), we denote by \( y_h \) the unique element of \( Y_h \) satisfying

\[
a(y_h, z_h) = \int_{\Omega_h} z_h \, du \quad \forall z_h \in Y_h,
\]
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where \( \alpha : H^1(\Omega) \times H^1(\Omega) \to \mathbb{R} \) is the bilinear form associated to the operator \( A \), i.e.,

\[
\alpha(y, z) = \int_{\Omega} [\nabla y(x) \nabla z(x) + c_0(x)y(x)z(x)] \, dx.
\]

The approximation of the optimal control problem \((P)\) is defined as

\[
(P_h) \quad \min_{u \in \mathcal{M}(\Omega)} J_h(u_h) = \frac{1}{2} \|y_h - y_d\|_{L^2(\Omega_h)}^2 + \alpha \|u\|_{\mathcal{M}(\Omega)},
\]

where \( y_h \) is the solution to (3.2).

Since we have not discretized the control space, this approach is related to the variational discretization method introduced in [8]. Below we will show that among all the solutions to \((P_h)\) there is a unique one which is a finite linear combination of Dirac measures concentrated in the interior vertices of the triangulation, leading to a simple numerical implementation.

Before any discussion of the solutions to problem \((P_h)\), let us introduce some additional notation. Hereafter we will denote by \( \{x_j\}_{j=1}^{N(h)} \) the interior nodes of the triangulation \( T_h \). Associated to these nodes we consider the nodal basis of \( Y_h \) given by the functions \( \{e_j\}_{j=1}^{N(h)} \) such that \( e_j(x_i) = \delta_{ij} \) for every \( 1 \leq i, j \leq N(h) \). Then every element \( y_h \) of \( Y_h \) can be written in the form

\[
y_h = \sum_{j=1}^{N(h)} y_j e_j, \quad \text{where} \quad y_j = y_h(x_j), \quad 1 \leq j \leq N(h).
\]

We also consider the space

\[
D_h = \left\{ u_h \in \mathcal{M}(\Omega) : u_h = \sum_{j=1}^{N(h)} \lambda_j \delta_{x_j}, \text{ where } \{\lambda_j\}_{j=1}^{N(h)} \subset \mathbb{R} \right\},
\]

Above \( \delta_{x_j} \) denotes the Dirac measure centered at the node \( x_j \). It is obvious that \( D_h \) can be identified with the dual of \( Y_h \) through the duality relation

\[
\langle u_h, y_h \rangle = \sum_{j=1}^{N(h)} \lambda_j y_j.
\]

Now, we define the linear operators \( \Pi_h : C_0(\Omega) \to Y_h \) and \( \Lambda_h : \mathcal{M}(\Omega) \to D_h \) by

\[
\Pi_h y = \sum_{j=1}^{N(h)} y(x_j) e_j \quad \text{and} \quad \Lambda_h u = \sum_{j=1}^{N(h)} \langle u, e_j \rangle \delta_{x_j}.
\]

The operator \( \Pi_h \) is the nodal interpolation operator for \( Y_h \), and we have the following result concerning the operator \( \Lambda_h \).

**Theorem 3.1.** The following properties hold.
1. For every \( u \in M(\Omega) \) and every \( z \in C_0(\Omega) \) and \( z_h \in Y_h \) we have

\[
\langle u, z_h \rangle = \langle \Lambda_h u, z_h \rangle, \tag{3.3}
\]

\[
\langle u, \Pi_h z \rangle = \langle \Lambda_h u, z \rangle. \tag{3.4}
\]

2. For every \( u \in M(\Omega) \) we have

\[
\|\Lambda_h u\|_{M(\Omega)} \leq \|u\|_{M(\Omega)}, \tag{3.5}
\]

\[
\Lambda_h u \rightharpoonup u \quad \text{in} \quad M(\Omega) \quad \text{and} \quad \|\Lambda_h u\|_{M(\Omega)} \to \|u\|_{M(\Omega)}. \tag{3.6}
\]

3. There exist a constant \( C > 0 \) such that for every \( u \in M(\Omega) \)

\[
\|u - \Lambda_h u\|_{W^{-p,1}(\Omega)} \leq Ch^{1-n/p'}\|u\|_{M(\Omega)}, \quad 1 < p < \frac{n}{n-1}, \tag{3.7}
\]

\[
\|u - \Lambda_h u\|_{H^1(\Omega)} \leq Ch\|u\|_{M(\Omega)}, \tag{3.8}
\]

where \( p' \) is the conjugate of \( p \).

4. Given \( u \in M(\Omega) \), let \( y_h \) and \( \tilde{y}_h \) be the solutions to (3.2) associated to the controls \( u \) and \( \Lambda_h u \), respectively. Then the equality \( y_h = \tilde{y}_h \) holds.

**Proof.** For \( z_h = \sum_{j=1}^{N(h)} z_j e_j \) we have

\[
\langle u, z_h \rangle = \sum_{j=1}^{N(h)} z_j \langle u, e_j \rangle = \sum_{j=1}^{N(h)} \langle u, e_j \rangle \langle \delta_{x_j}, z_h \rangle = \langle \Lambda_h u, z_h \rangle,
\]

which proves (3.3). For (3.4) we proceed as follows

\[
\langle u, \Pi_h z \rangle = \sum_{j=1}^{N(h)} z(x_j) \langle u, e_j \rangle = \sum_{j=1}^{N(h)} \langle u, e_j \rangle \langle \delta_{x_j}, z \rangle = \langle \Lambda_h u, z \rangle.
\]

To verify (3.5) we introduce the function \( s_h \in Y_h \) by

\[
s_h = \sum_{j=1}^{N(h)} s_j e_j, \quad \text{with} \quad s_j = \begin{cases} 
+1 & \text{if} \, \langle u, e_j \rangle > 0, \\
-1 & \text{if} \, \langle u, e_j \rangle < 0, \\
0 & \text{otherwise}.
\end{cases}
\]

Then we have

\[
\|\Lambda_h u\|_{M(\Omega)} = \sum_{j=1}^{N(h)} |\langle u, e_j \rangle| = \sum_{j=1}^{N(h)} s_j \langle u, e_j \rangle = \langle u, s_h \rangle \leq \|u\|_{M(\Omega)} \|s_h\|_{C_0(\Omega)} = \|u\|_{M(\Omega)}.
\]
Let us prove (3.6). Since \( \{ \Lambda_h u \}_{h>0} \) is bounded in \( \mathcal{M}(\Omega) \) there exists a subsequence, denoted in the same way, such that \( \Lambda_h u \rightharpoonup v \) in \( \mathcal{M}(\Omega) \). From (3.3) we get that
\[
\langle v, e_j \rangle \rightarrow \lim_{h \rightarrow 0} \langle \Lambda_h u, e_j \rangle = \langle u, e_j \rangle \quad \forall 1 \leq j \leq N(h),
\]
which implies that \( \langle v, z_h \rangle = \langle u, z_h \rangle \) for every \( z_h \in Y_h \). Hence, for every \( z \in C_0(\Omega) \)
\[
\langle v, z \rangle = \lim_{h \rightarrow 0} \langle v, \Pi_h z \rangle = \lim_{h \rightarrow 0} \langle u, \Pi_h z \rangle = \langle u, z \rangle,
\]
therefore \( u = v \). Since any subsequence converges to \( u \), the whole sequence converges to \( u \) weakly* in \( \mathcal{M}(\Omega) \). From this convergence and (3.5) we obtain
\[
\|u\|_{\mathcal{M}(\Omega)} \leq \liminf_{h \rightarrow 0} \|\Lambda_h u\|_{\mathcal{M}(\Omega)} \leq \limsup_{h \rightarrow 0} \|\Lambda_h u\|_{\mathcal{M}(\Omega)} \leq \|u\|_{\mathcal{M}(\Omega)},
\]
consequently (3.6) holds.

To prove (3.7) we take an arbitrary element \( z \in W_0^{1,p'}(\Omega) \), with \( 1 \leq p < \frac{n}{n-1} \). Using (3.4) and the well known interpolation error estimates in Sobolev spaces (see, for instance, [5, Chapter 3]) we obtain
\[
\langle u - \Lambda_h u, z \rangle = \langle u, z - \Pi_h z \rangle \leq \|u\|_{\mathcal{M}(\Omega)} \|z - \Pi_h z\|_{C_0(\Omega)} \leq Ch^{1-n/p'}\|u\|_{\mathcal{M}(\Omega)} \|z\|_{W_0^{1,p'}(\Omega)}.
\]
Since \( W^{-1,p}(\Omega) \) is the dual of \( W_0^{1,p'}(\Omega) \) for \( 1 < p < \frac{n}{n-1} \), (3.7) follows from the above inequalities. For \( p = 1 \), we have \( p' = \infty \) and the above inequality can be expressed as
\[
\langle u - \Lambda_h u, z \rangle \leq Ch\|u\|_{\mathcal{M}(\Omega)} \|z\|_{W_0^{1,\infty}(\Omega)}, \quad \forall z \in W_0^{1,\infty}(\Omega).
\]
Since \( W^{-1,1}(\Omega) \) is not the dual space of \( W_0^{1,\infty}(\Omega) \), from this inequalities we only get (3.8).

The last statement of the theorem is an immediate consequence of (3.3). 

Now, we turn to the study of (P_h). First, we observe that analogously to J, the functional \( J_h \) is convex. However, it is not strictly convex. This is a consequence of the non-injectivity of the control-to-discrete-state mapping and the non-strict convexity of the norm of \( \mathcal{M}(\Omega) \). Although the existence of a solution can be proved in the same way as for the problem (P), we cannot claim its uniqueness. Nevertheless, if \( \tilde{u}_h \) is a solution to (P_h) and we take \( \tilde{u}_h = \Lambda_h \tilde{u}_h \), then the statement 4 of Theorem 3.1 and the inequality (3.5) imply that \( J_h(\tilde{u}_h) \leq J_h(\tilde{u}_h) \), hence \( \tilde{u}_h \) is also a solution to (P_h). Since for \( u_h \in D_h \), the mapping \( u_h \mapsto y_h(u_h) \), the solution to (3.2) for \( u = u_h \), is linear, injective and \( \dim D_h = \dim Y_h \), this mapping is bijective. Therefore, the cost functional \( J_h \) is strictly convex on \( D_h \), hence (P_h) has a unique solution in \( D_h \), which will be denoted by \( \tilde{u}_h \) hereafter. We summarize this discussion in the following theorem.

**Theorem 3.2.** Problem (P_h) admits at least one solution. Among them there exists a unique one \( \tilde{u}_h \) belonging to \( D_h \). Moreover, any other solution \( \tilde{u}_h \in \mathcal{M}(\Omega) \) of (P_h) satisfies that \( \Lambda_h \tilde{u}_h = \tilde{u}_h \).
Remark 3.3. The fact that $(P_h)$ has exactly one solution in $D_h$ is of practical interest. Indeed, recall that, as an element of $D_h$, $\hat{u}_h$ has a unique representation of the form

$$\hat{u}_h = \sum_{j=1}^{N(h)} \tilde{\lambda}_j \delta_{x_j}.$$ 

Then, the numerical computation of $\hat{u}_h$ is reduced to the computation of the coefficients $\tilde{\lambda}_j$. 

Remark 3.4. All results remain valid for Lagrange elements of arbitrary degree, where the $x_j$ should be taken as the nodes associated with the degrees of freedom (which no longer need to correspond to vertices of the triangulation, e.g., vertices and edge midpoints for quadratic elements).

We finish this section by proving the convergence of the solutions in $D_h$ to problems $(P_h)$ to the solution to $(P)$.

Theorem 3.5. For every $h > 0$, let $\hat{u}_h$ be the unique solution to $(P_h)$ belonging to $D_h$ and let $\bar{u}$ be the solution to $(P)$. Then the following convergence properties hold for $h \to 0$:

\begin{align}
\hat{u}_h \xrightarrow{\ast} \bar{u} \text{ in } M(\Omega), \\
\| \hat{u}_h \|_{M(\Omega)} \to \| \bar{u} \|_{M(\Omega)}, \\
\| \bar{y} - \bar{y}_h \|_{L^2(\Omega)} \to 0, \\
J_h(\hat{u}_h) \to J(\bar{u}),
\end{align}

where $\bar{y}$ and $\bar{y}_h$ are the continuous and discrete states associated to $\bar{u}$ and $\hat{u}_h$, respectively.

Proof. First of all, let us verify that

$$u_h \xrightarrow{\ast} u \text{ in } M(\Omega) \implies \| y_h(u_h) - y_u \|_{L^2(\Omega)} \to 0,$$

where $y_h(u_h)$ and $y_u$ are the discrete and continuous states associated to the controls $u_h$ and $u$, respectively. From the compact embedding $M(\Omega) \hookrightarrow W^{-1,p}(\Omega)$ for every $1 \leq p < \frac{n}{n-1}$, we deduce the strong converge $u_h \to u$ in $W^{-1,p}(\Omega)$. Let us denote by $y_{uh}$ the continuous state associated to $u_h$. From [9] we obtain the strong convergence $y_{uh} \to y_u$ in $W^{1,p}(\Omega)$, where we have used that the boundary $\Gamma$ is Lipschitz continuous as a consequence of the convexity of $\Omega$. Moreover, from [2] we have that $\| y_h(u_h) - y_{uh} \|_{L^2(\Omega)} \to 0$. Finally, by the triangular inequality we obtain the desired convergence.

Turning to the verification of (3.9), we observe that

$$\alpha \| \hat{y}_h \|_{M(\Omega)} \leq J_h(\hat{u}_h) \leq J_h(0) = \frac{1}{2} \| y_0 \|_{L^2(\Omega_h)}^2 \leq \frac{1}{2} \| y_0 \|_{L^2(\Omega)}^2,$$

which implies the boundedness of $(\hat{u}_h)_{h>0}$ in $M(\Omega)$. By taking a subsequence, we have that $\hat{u}_h \xrightarrow{\ast} v$ in $M(\Omega)$. Then using (3.1), (3.13), the lower semicontinuity of the norm $\| \cdot \|_{M(\Omega)}$ and (3.6) we get

$$J(v) \leq \liminf_{h \to 0} J_h(\hat{u}_h) \leq \limsup_{h \to 0} J_h(\hat{u}_h) \leq \limsup_{h \to 0} J_h(\Lambda_h \hat{u}_h) = J(\bar{u}).$$
Hence \( v = \bar{u} \) by the uniqueness of the solution to \((P)\), and the whole sequence \( \{\bar{u}_h\}_{h > 0} \) converges weakly* to \( \bar{u} \). Also, from the above inequality we get \((3.12)\). Using again \((3.13)\), we deduce \((3.11)\). Finally, \((3.10)\) follows immediately from \((3.11)\) and \((3.12)\).

\[ \]

4 ERROR ESTIMATES

This section is devoted to the proof of error estimates for the optimal costs as well as for the optimal states. We still require \( \Omega \) to be convex and in addition we assume

\[
y_d \in L^r(\Omega) \quad \text{with} \quad r = \begin{cases} 
4 & \text{if } n = 2, \\
\frac{8}{3} & \text{if } n = 3.
\end{cases}
\]

As in the previous sections, we denote by \( \bar{y} \) and \( \bar{y}_h \) the continuous and discrete states associated to the optimal controls \( \bar{u} \) and \( \bar{u}_h \), respectively.

**Theorem 4.1.** There exists a constant \( C > 0 \) independent of \( h \) such that

\[
|J(\bar{u}) - J_h(\bar{u}_h)| \leq Ch^\kappa,
\]

where \( \kappa = 1 \) if \( n = 2 \) and \( \kappa = 1/2 \) if \( n = 3 \).

**Proof.** We establish some preliminary estimates. Given \( u \in M(\Omega) \), with associated continuous and discrete states \( y \) and \( y_h \), we know from [2] that

\[
\|y - y_h\|_{L^2(\Omega_h)} \leq C h^\kappa \|u\|_{M(\Omega)},
\]

with \( \kappa \) defined as in the statement of the theorem.

Taking \( r \) as in \((4.1)\) and using Hölder’s inequality and \((3.1)\), we deduce that for all \( \phi \in L^r(\Omega) \),

\[
\|\phi\|_{L^2(\Omega \setminus \Omega_h)} \leq \|\phi\|_{L^r(\Omega \setminus \Omega_h)} \|\Omega \setminus \Omega_h\|^{\frac{2}{r}} \leq C \|\phi\|_{L^r(\Omega \setminus \Omega_h)} h^\frac{r}{2}
\]

holds. As a consequence of \((4.3)\) and \((4.4)\), with \( \phi = y - y_d \), we get

\[
\left\| y - y_d \right\|_{L^2(\Omega)} - \left\| y_h - y_d \right\|_{L^2(\Omega_h)} \leq \left\| y - y_d \right\|_{L^2(\Omega \setminus \Omega_h)} + \left( \left\| y - y_d \right\|_{L^2(\Omega \setminus \Omega_h)} + \left\| y_h - y_d \right\|_{L^2(\Omega_h)} \right) \left\| y - y_h \right\|_{L^2(\Omega_h)}
\]

\[
\leq C \left( \left\| y - y_d \right\|_{L^2(\Omega \setminus \Omega_h)} + \left\| y - y_d \right\|_{L^2(\Omega \setminus \Omega_h)} + \left\| y_h - y_d \right\|_{L^2(\Omega_h)} \right) \|u\|_{M(\Omega)} h^\kappa.
\]

Now, by the optimality of \( \bar{u} \) and \( \bar{u}_h \), we have

\[
J(\bar{u}) - J_h(\bar{u}_h) \leq J(\bar{u}) - J_h(\bar{u}_h) \leq J(\bar{u}_h) - J(\bar{u}_h),
\]

hence

\[
|J(\bar{u}) - J_h(\bar{u}_h)| \leq \max \{ |J(\bar{u}) - J_h(\bar{u}_h)|, |J(\bar{u}_h) - J_h(\bar{u}_h)| \}.
\]

From \((3.10)\) we deduce that \( \{\bar{u}_h\}_{h > 0} \) is bounded in \( M(\Omega) \). Therefore, \((2.2)\) implies that the continuous associated states \( \{y_{u_h}\}_{h > 0} \) are bounded in \( W_0^{1,p}(\Omega) \) for every \( 1 \leq p < \frac{n}{n-1} \) and therefore also in \( L^r(\Omega) \). We apply \((4.5)\) with \( u = \bar{u}_h \) and \( u = \bar{u} \), respectively. Together with \((4.6)\) this establishes \((4.2)\).
In the following theorem we establish a rate of convergence for the states.

**Theorem 4.2.** There exists a constant $C > 0$ independent of $h$ such that

\[ \| \tilde{y} - \tilde{y}_h \|_{L^2(\Omega)} \leq C h^\frac{3}{2}, \]

with $\kappa$ as defined in Theorem 4.1.

**Proof.** Let $S : M(\Omega) \to L^2(\Omega)$ and $S_h : M(\Omega) \to L^2(\Omega)$ be the solution operators associated to the equations (1.1) and (3.2), respectively. From (4.3) it follows that

\[ \| Su - S_h u \|_{L^2(\Omega_h)} \leq C h^\kappa \| u \|_{M(\Omega)}. \]

By the optimality of $\tilde{u}$ we have for all $u \in M(\Omega)$, that

\[ (S\tilde{u} - y_d, Su - S\tilde{u}) + \alpha \| u \|_{M(\Omega)} - \| \tilde{u} \|_{M(\Omega)} \geq 0, \]

where $(\cdot, \cdot)$ denotes the scalar product in $L^2(\Omega)$. In particular, taking $u = \tilde{u}_h$, we get

\[ (S\tilde{u} - y_d, S\tilde{u}_h - S\tilde{u}) + \alpha \| \tilde{u}_h \|_{M(\Omega)} - \| \tilde{u} \|_{M(\Omega)} \geq 0. \]

Analogously, the optimality of $\tilde{u}_h$ implies that

\[ (S_h\tilde{u}_h - y_d, S_h \tilde{u} - S_h \tilde{u}_h) + \alpha \| \tilde{u} \|_{M(\Omega)} - \| \tilde{u}_h \|_{M(\Omega)} \geq 0. \]

We point out that by definition of $Y_h$, we have $S_h u = 0$ in $\Omega \setminus \Omega_h$. Then, the scalar product above in $L^2(\Omega)$ coincides with that in $L^2(\Omega_h)$. Now, we rearrange terms in (4.10) as follows:

\[ (S\tilde{u}_h - y_d, S\tilde{u} - S\tilde{u}_h) + (S_h \tilde{u}_h - S\tilde{u}_h, S_h \tilde{u} - S_h \tilde{u}_h) \]
\[ + (y_d, S\tilde{u} - S_h \tilde{u} + S_h \tilde{u}_h - S\tilde{u}_h) + (S\tilde{u}_h, S_h \tilde{u} - S\tilde{u} + S\tilde{u}_h - S_h \tilde{u}_h) \]
\[ + \alpha \| \tilde{u} \|_{M(\Omega)} - \| \tilde{u}_h \|_{M(\Omega)} \geq 0. \]

Now, adding (4.9) and (4.11) we obtain

\[ \| S\tilde{u} - S_h \tilde{u}_h \|_{L^2(\Omega)}^2 = (S\tilde{u} - S_h \tilde{u}_h, S\tilde{u} - S_h \tilde{u}_h) \]
\[ \leq (S_h \tilde{u} - S\tilde{u}_h, S_h \tilde{u} - S_h \tilde{u}_h) \]
\[ + (y_d - S\tilde{u}_h, S\tilde{u} - S_h \tilde{u} + S_h \tilde{u}_h - S\tilde{u}_h). \]

Let us estimate the right hand terms. For the first one we apply the Cauchy–Schwarz inequality, exploit the fact $S_h \tilde{u} - S_h \tilde{u}_h = 0$ in $\Omega \setminus \Omega_h$ and use (4.8), to deduce

\[ (S_h \tilde{u} - S\tilde{u}_h, S\tilde{u} - S_h \tilde{u}_h) \leq \| S_h \tilde{u} - S\tilde{u}_h \|_{L^2(\Omega_h)} \| S_h \tilde{u} - S_h \tilde{u}_h \| \leq C h^\kappa, \]

where we have used that $\{ \tilde{u}_h \}_{h>0}$ and $\{ S_h \tilde{u}_h \}_{h>0}$ are bounded due to (3.10), (3.11) and (4.3), respectively. For the second term we use (4.4) and once again (4.8) as well as the fact that $S_h u = 0$ in $\Omega \setminus \Omega_h$, to obtain

\[ (y_d - S\tilde{u}_h, S\tilde{u} - S_h \tilde{u} + S_h \tilde{u}_h - S\tilde{u}_h) \leq \| y_d - S\tilde{u}_h \|_{L^2(\Omega \setminus \Omega_h)} \| S(\tilde{u} - \tilde{u}_h) \|_{L^2(\Omega \setminus \Omega_h)} \]
\[ + \| y_d - S\tilde{u}_h \|_{L^2(\Omega \setminus \Omega_h)} \| S - S_h \| \| \tilde{u} - \tilde{u}_h \|_{L^2(\Omega_h)} \]
\[ \leq C \left( \| y_d - S\tilde{u}_h \|_{L^r(\Omega \setminus \Omega_h)} \| S(\tilde{u} - \tilde{u}_h) \|_{L^r(\Omega \setminus \Omega_h)} + \| \tilde{u} - \tilde{u}_h \|_{M(\Omega)} \right) h^\kappa \leq C h^\kappa, \]

where we have also used that $y_d \in L^r(\Omega)$ and (2.2). Finally, (4.12), (4.13) and (4.14) prove (4.7). \[ \square \]
Remark 4.3. Let us observe that (4.2) and (4.7) imply that

$$||\tilde{u}||_{M(\Omega)} - ||\tilde{u}_h||_{M(\Omega)}| \leq C h^2$$

for some constant $C > 0$ independent of $h$.

Remark 4.4. All the previous results remain correct for a general elliptic operator

$$Ay = -\sum_{i,j=1}^{n} \partial_{x_j} [a_{ij} \partial_{x_i} y] + a_0 y,$$

provided the coefficients $a_{ij}$ are Lipschitz continuous functions in $\hat{\Omega}$ and $a_0 \geq 0$ is in $L^\infty(\Omega)$.

5 A NEUMANN CONTROL PROBLEM

In this section, we assume that the system is controlled on the boundary. The control problem is formulated as follows

$$(P_\Gamma) \quad \min_{u \in M(\Gamma)} J_\Gamma(u) = \frac{1}{2} ||y - y_d||^2_{L^2(\Omega)} + \alpha ||u||_{M(\Gamma)},$$

where $y$ is the unique solution to the Neumann problem

$$(5.1) \quad \begin{cases} -\Delta y + c_0 y = f \quad \text{in } \Omega, \\ \partial_\nu y = u \quad \text{on } \Gamma, \end{cases}$$

for $c_0 \in L^\infty(\Omega)$, $c_0 \geq 0$ and $c_0 \not\equiv 0$, and given $f \in L^1(\Omega)$. Here we will assume $\Omega \subset \mathbb{R}^n$, $n = 2$ or 3, to be convex and polyhedral. Again by the Riesz representation theorem $M(\Gamma)$ is identified with the dual space of $C(\Gamma)$; see, for instance, [14, Chapter 6]. Concerning the state equation (5.1), analogously to the Dirichlet problem (1.1), we say that an element $y \in W^{1,p}(\Omega)$, $p < \frac{n}{n-1}$, is a solution to (5.1) if

$$\int_{\Omega} y \Lambda z \, dx + \int_{\Gamma} y \partial_\nu z \, d\sigma = \int_{\Omega} f z \, dx + \int_{\Gamma} z \, du \quad \text{for all } z \in H^2(\Omega).$$

We have the following theorem.

**Theorem 5.1.** The problem (5.1) has a unique solution belonging to $W^{1,p}(\Omega)$ for every $1 \leq p < \frac{n}{n-1}$, and there exists a constant $C_p > 0$ such that

$$\|y\|_{W^{1,p}(\Omega)} \leq C_p \left(\|f\|_{L^1(\Omega)} + \|u\|_{M(\Gamma)}\right).$$
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As a consequence of this theorem, we have that the functional \( J_{\Gamma} : \mathcal{M}(\Gamma) \to \mathbb{R} \) is well defined. Moreover, it is continuous and strictly convex. Therefore, it has a unique minimizer that hereafter will be denoted by \( \tilde{u} \), with associated optimal state \( \tilde{y} \). Analogously to Theorem 2.1, if we denote the adjoint state associated to \( \tilde{u} \) by \( \tilde{\phi} \),

\[
\begin{align*}
-\Delta \tilde{\phi} + c_0 \tilde{\phi} &= \tilde{y} - y_d \quad \text{in } \Omega, \\
\partial_{\nu} \tilde{\phi} &= 0 \quad \text{on } \Gamma,
\end{align*}
\]

then the following identities hold

\[
\begin{align}
\alpha \| \tilde{u} \|_{\mathcal{M}(\Gamma)} + \int_{\Gamma} \tilde{\phi} \, d\tilde{u} &= 0, \\
\| \tilde{\phi} \|_{C(\Gamma)} &= \begin{cases} 
\alpha & \text{if } \tilde{u} \neq 0, \\
\leq \alpha & \text{if } \tilde{u} = 0.
\end{cases}
\end{align}
\]

Then, (5.2) and (5.3) imply a sparsity structure of \( \tilde{u} \) analogous to (2.7).

To carry out the numerical analysis of problem (P), we consider the same triangulation as in §3. On this triangulation we define the space of discrete states by

\[
Y_h = \{ y_h \in C(\bar{\Omega}) : y_h|_T \in P_1 \text{ for every } T \in T_h \},
\]

and the discrete state equation

\[
(5.4) \quad a(y_h, z_h) = \int_{\Omega} f z_h \, dx + \int_{\Gamma} z_h \, du \quad \text{for all } z_h \in Y_h.
\]

The approximation of the Neumann control problem results in

\[
(P_{\Gamma,h}) \quad \min_{u \in \mathcal{M}(\Gamma)} J_h(u_h) = \frac{1}{2} \| y_h - y_d \|_{L^2(\Omega)}^2 + \alpha \| u \|_{\mathcal{M}(\Gamma)},
\]

where \( y_h \) is the solution to (5.4). Before analyzing this problem, let us prove the following discretization of the state equation.

**Theorem 5.2.** Given \( u \in \mathcal{M}(\Gamma) \), let \( y \) and \( y_h \) be the solutions to (5.1) and (5.4). Then, there exists a constant \( C > 0 \) independent of \( h, f \) and \( u \) such that

\[
(5.5) \quad \| y - y_h \|_{L^2(\Omega)} \leq C h^\kappa \left( \| f \|_{L^1(\Omega)} + \| u \|_{\mathcal{M}(\Gamma)} \right),
\]

with \( \kappa \) as in Theorem 4.1.

**Proof.** Here we follow the lines of the proof [2, Theorem 3]. For any function \( g \in L^2(\Omega) \), let \( z \in H^2(\Omega) \) be the solution to

\[
\begin{align*}
-\Delta z + c_0 z &= g \quad \text{in } \Omega, \\
\partial_{\nu} z &= 0 \quad \text{on } \Gamma,
\end{align*}
\]
and \( z_h \in Y_h \) the solution to
\[
\alpha(z_h, \phi_h) = \int_\Omega g \phi_h \, dx \quad \text{for all } \phi_h \in Y_h.
\]

Using Green's formula, we obtain
\[
\int_\Omega g(y - y_h) \, dx = \alpha(y - y_h, z) = \alpha(y, z) - \alpha(y_h, z) = \alpha(y, z) - \alpha(y_h, z_h)
\]
\[
= \int_\Omega f(z - z_h) \, dx + \int_\Gamma (z - z_h) \, du
\]
\[
\leqslant (\|f\|_{L^1(\Omega)} + \|u\|_{M(\Gamma)}) \|z - z_h\|_{\infty}
\]
\[
\leqslant C \left( \|f\|_{L^1(\Omega)} + \|u\|_{M(\Gamma)} \right) h^s \|z\|_{H^2(\Omega)}
\]
\[
\leqslant C \left( \|f\|_{L^1(\Omega)} + \|u\|_{M(\Gamma)} \right) h^s \|g\|_{L^2(\Omega)},
\]
where we have used the classical finite element error estimate; see, for instance, [5, Chapter 3]. Since \( g \in L^2(\Omega) \) is arbitrary, this gives the desired estimate. \( \Box \)

Analogously to §3, we will denote by \( \{x_j\}_{j=1}^{M(h)} \) the boundary nodes of the triangulation \( T_h \).

Associated to these nodes we consider the space
\[
Y_h^\Gamma = \left\{ y_h \in C(\Gamma) : y_h|_{T \cap \Gamma} \in P_1(T \cap \Gamma) \text{ for every } T \in \mathcal{T}_h^\Gamma \right\},
\]
where \( \{\mathcal{T}_h^\Gamma\}_{h>0} \) is the family of boundary triangles. A nodal basis of \( Y_h^\Gamma \) is given by the functions \( \{e_j\}_{j=1}^{M(h)} \) such that \( e_j(x_i) = \delta_{ij} \) for every \( 1 \leq i, j \leq M(h) \). Then, every element \( y_h \) of \( Y_h^\Gamma \) can be written in the form
\[
y_h = \sum_{j=1}^{M(h)} y_j e_j, \quad \text{where} \quad y_j = y_h(x_j), \; 1 \leq j \leq M(h).
\]

We also consider the space
\[
D_h^\Gamma = \left\{ u_h \in M(\Gamma) : u_h = \sum_{j=1}^{M(h)} \lambda_j \delta_{x_j}, \text{ where } \{\lambda_j\}_{j=1}^{M(h)} \subset \mathbb{R} \right\}.
\]

Above, \( \delta_{x_j} \) denotes the Dirac measure centered at the node \( x_j \). It is obvious that \( D_h^\Gamma \) can be identified with the dual of \( Y_h^\Gamma \) through the duality relation
\[
\langle u_h, y_h \rangle = \sum_{j=1}^{M(h)} \lambda_j y_j.
\]

Now, we define the linear operators \( \Pi_h : C(\Gamma) \to Y_h^\Gamma \) and \( \Lambda_h : M(\Gamma) \to D_h^\Gamma \) by
\[
\Pi_h y = \sum_{j=1}^{M(h)} y(x_j) e_j \quad \text{and} \quad \Lambda_h u = \sum_{j=1}^{M(h)} \langle u, e_j \rangle \delta_{x_j}.
\]
With the above notation, the identities (3.3) and (3.4) remain valid and (3.5) and (3.6) hold with \(\Omega\) replaced by \(\Gamma\). Also, the statement 4 of Theorem 3.1 remains correct for \(u \in \mathcal{M}(\Gamma)\). This, in particular, implies that Theorem 3.2 remains valid for the case of Neumann boundary control.

The analogous inequalities to (3.7) and (3.8) are

\[
\|u - \Lambda_h u\|_{W^{1,p'}(\Gamma)} \leq Ch^{1-n/p'}\|u\|_{\mathcal{M}(\Gamma)}, \quad 1 < p < \frac{n}{n-1},
\]

\[
\|u - \Lambda_h u\|_{W^{1,\infty}(\Gamma)} \leq Ch\|u\|_{\mathcal{M}(\Gamma)}.
\]

To prove these inequalities let us consider an arbitrary element \(z \in W^{1,p'}(\Gamma)\). It is well known that \(W^{1,p'}(\Gamma)\) is the trace space of \(W^{1,p}(\Omega) \subset C(\bar{\Omega})\); see [11]. Given \(w \in W^{1,p}(\Omega)\), let us denote by \(w_h\) its nodal interpolation on the triangulation of \(\bar{\Omega}\). Then, arguing as in §3, we obtain

\[
\langle u - \Lambda_h u, z \rangle = \langle u, z - \Pi_h z \rangle \leq \|u\|_{\mathcal{M}(\Gamma)} \|z - \Pi_h z\|_{C(\Gamma)}
\]

\[
\leq \|u\|_{\mathcal{M}(\Gamma)} \inf_{w \in W^{1,p}(\Omega), \gamma(w) = z} \|w - w_h\|_{C(\bar{\Omega})}
\]

\[
\leq Ch^{1-n/p'} \|u\|_{\mathcal{M}(\Omega)} \inf_{w \in W^{1,p}(\Omega), \gamma(w) = z} \|w\|_{W^{1,p}(\Omega)}
\]

\[
= Ch^{1-n/p'} \|u\|_{\mathcal{M}(\Omega)} \|z\|_{W^{1,p'}(\Gamma)}.
\]

Since \(W^{1,p'}(\Gamma) = W^{1,p}(\Gamma)\), the inequality (3.10) follows from the above inequality. The inequality (3.11) is proved analogously.

Hereafter, \(\hat{u}_h\) will denote the unique solution to (\(P_h\)) in the space \(D_h\) with the associated discrete state \(\hat{y}_h\). Then, as a consequence of Theorem 5.2 and the previous observations, we get that Theorem 3.2 remains true with \(\Omega\) replaced by \(\Gamma\).

Finally, error estimates analogous to (4.2) and (4.7) can be obtained following the same arguments, replacing (4.3) by (5.5) and taking into account that \(\Omega = \Omega_h\), which obviously simplifies the proofs.

6 COMPUTATIONAL RESULTS

We illustrate the theoretical results of the previous sections with numerical examples in two dimensions. For our computational domain, we take the square \(\Omega_h = \Omega = [-1, 1]^2\), which is discretized using the standard uniform triangulation arising from \(N \times N\) equidistributed nodes. Unless stated otherwise, we fix \(N = 128\), which corresponds to \(h \approx 0.0157\), \(c_0 = 0\), and \(\alpha = 10^{-2}\).

The numerical solution of the discrete optimality system is based on an equivalent formulation of the optimality conditions (2.3) and (2.4). Returning to the characterization (2.5) of the subgradient, we have that the adjoint state \(\hat{\varphi} \in C_0(\Omega)\) satisfies

\[-\hat{\varphi} \in \alpha \partial \| \cdot \|_{\mathcal{M}(\Omega)}(\hat{u})\]
By the definition of the convex subdifferential, this is equivalent to

\[ \bar{u} \in \partial I_{\{z \in C_0(\Omega) : \|z\|_{C_0(\Omega)} \leq \alpha\}}(-\bar{\varphi}), \]

since the Fenchel conjugate of the indicator function of the (scaled) unit ball in \(C_0(\Omega)\) is the (scaled) norm in \(M(\Omega)\). The subdifferential of the indicator function is then given by the normal cone, which can be characterized by the variational inequality

\[ \langle \bar{u}, \bar{\varphi} - \varphi \rangle \leq 0 \quad \text{for all } \|\varphi\|_{C_0(\Omega)} \leq \alpha. \]

We now pass to the discrete setting by replacing the continuous control \(\bar{u}\) with its discretization \(\bar{u}_h\) and introducing the discrete adjoint state \(\bar{\varphi}_h = \sum_{j=1}^{N(h)} \varphi_j e_j \in Y_h\). The above variational inequality can then be reformulated using a complementarity function as

\[ \bar{u}_h + \max(0, -\bar{u}_h + \bar{\varphi}_h - \alpha) + \min(0, -\bar{u}_h + \bar{\varphi}_h + \alpha) = 0, \]

which should be understood component-wise in terms of the vector of expansion coefficients \((\lambda_1, \ldots, \lambda_{N(h)})\) and \((\varphi_1, \ldots, \varphi_{N(h)})\). This is a locally Lipschitz mapping from \(\mathbb{R}^{N(h)} \times \mathbb{R}^{N(h)} \to \mathbb{R}^{N(h)}\) and thus the reformulated discrete optimality system can be solved by a locally superlinearly convergent semi-smooth Newton method \([10, 12]\). The corresponding algorithm was implemented in \textsc{Matlab} (R2011a).

We first illustrate the structural properties of the optimal controls. Figure 1 shows the norm of the optimal control \(u_\alpha\) as a function of the penalty parameter \(\alpha\). As verified in Proposition 2.2, there exists an \(\bar{\alpha} (\approx 0.187)\), such that \(u_\alpha \equiv 0\) for \(\alpha > \bar{\alpha}\).

The statement of Proposition 2.3 is illustrated in Figure 2, where the optimal controls for the target \(y_d = 10 \exp(-50\|x\|^2)\) and different observation domains \(\omega_y\) are compared. As a
Figure 2: Comparison of optimal controls $u_h$ for full observation ($\omega_y = \Omega$) and partial observation ($\omega_y \subsetneq \Omega$, marked in red).

Figure 3: Target states for convergence rate examples.
We now investigate the convergence behavior as $h \to 0$. In the absence of a known exact solution, we take as reference solution the computed optimal discrete control and optimal discrete state on the finest grid with $N^* = 2^{10}$, corresponding to $h^* = 2 \cdot 10^{-3}$. We first consider distributed control, with the target $y_{d,1}$ given in Figure 3a. Figure 4a shows the difference $|J_h - J_{h^*}|$ for a series of successively refined, nested grids for $N = 2^3, \ldots, 2^9$. The observed linear convergence rate agrees well with the rate obtained in Theorem 4.1. The corresponding $L^2$ error $\|y_h - y_{h^*}\|_{L^2}$ of the discrete states also decays with a linear rate, which is faster than predicted by Theorem 4.2.

For the case of Neumann control, we set $\alpha = 5 \cdot 10^{-2}$ and $c_0 = 10^{-2}$ and consider the target $y_{d,2}$ shown in Figure 3b. Again, both the error in the functional value (Figure 5a) and in the state (Figure 5b) follow an approximately linear convergence rate.

To illustrate the sparsity properties of Neumann boundary controls, Figure 6 shows the optimal control $u_{h,\alpha}$ (again, in the form of its linearly interpolated coefficients $\lambda_j$) for $\alpha = 10^{-3}, 10^{-2}$ and $10^{-1}$, plotted along boundary sections as indicated.

\section{Conclusion}

By considering optimal control problems in spaces of measures, controls with strong sparsity properties can be obtained. Although the non-reflexive Banach space setting complicates the analysis, a straightforward numerical approximation that retains the structural properties of the measure norm is possible. In a sense, the results of this paper justify the “intuitive”
discretization of regular Borel measures by Dirac measures on a set of nodes.
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Figure 6: Optimal Neumann control $u_{h,\alpha}$ for increasing values of $\alpha$


